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Research Article 
 

Declining information quality under new platform 
governance 
 
Following the leadership transition on October 27, 2022, Twitter/X underwent a notable change in 
platform governance. This study investigates how these changes influenced information quality for 
registered U.S. voters and the platform more broadly. We address this question by analyzing two 
complementary datasets—a Twitter panel and a Decahose sample. Our findings reveal a subtle yet 
statistically significant decline in information quality across both datasets, stemming from an increase in 
content from low-quality sources and a decrease in content from high-quality sources. These results 
suggest that the ownership change and subsequent policy adjustments were associated with shifts in the 
platform’s information ecosystem. Our results underscore the broader significance of ownership and 
governance for information quality in dynamic sociotechnical systems, highlighting the determinantal 
power that platform owners may have in shaping the information ecosystem. 
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Research questions  
• How has the overall information quality changed on Twitter/X following the ownership transition? 
• How has the market share of low- and high-quality sources changed on the platform overall, and 

for U.S. voters in particular, surrounding the ownership change of Twitter/X on October 27, 2022? 
 

Essay summary  
• This study investigates changes in information quality on Twitter/X in the period before and after 

the ownership transition on October 27, 2022, drawing on two datasets: the Twitter panel 
(representative sample of U.S. voters) and the Decahose sample (a global 10% random sample). 

• We applied NewsGuard reliability scores, which assess the trustworthiness of online news and 
information sources, to the domains linked in URLs shared by users in our dataset. This allowed 
us to analyze the quality of information circulating on the platform before and after the 
acquisition. 

 
 
1 A publication of the Shorenstein Center on Media, Politics and Public Policy at Harvard University, John F. Kennedy School of 
Government. 
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• Analysis revealed a post-acquisition decline in information quality across both datasets, marked 
by an increase in the share of content from low-quality sources and a corresponding decrease in 
high-quality sources. While low-quality sources continued to account for a relatively small 
percentage of posts on the platform, their proportion increased relative to the period before 
Musk took over Twitter. 

● The findings emphasize the critical role of ownership and governance in determining information 
quality in sociotechnical systems. 

 

Implications  
 
On October 27, 2022, Twitter Inc. underwent a significant change in ownership, followed by organizational 
restructuring (West, 2022). This included the departure of senior executives, large-scale layoffs, and a 
wave of voluntary resignations (Mac et al., 2022; O’Sullivan & Duffy, 2022). Shortly after, the company 
revised several content-related policies, such as reinstating previously suspended accounts, discontinuing 
certain enforcement guidelines, and dissolving advisory groups like the Trust and Safety Council (Duffy & 
LeBlanc, 2022; O’Brien & Ortutay, 2022; O’Sullivan, 2022; Sherman & Thomas, 2022). The platform also 
began adjusting how information circulated, slowing some external links while increasing the visibility of 
individual creators branded as “news influencers” (Merrill & Harwell, 2023). These developments 
occurred alongside a rise in automated account activity (Hickey et al., 2023) and public discussions about 
evolving content dynamics and user engagement patterns (Barrie, 2023; Brewster et al., 2022; Frenkel & 
Conger, 2022). This reorientation also marked a departure from prior moderation strategies aimed at 
curbing the spread of disputed or unverified information in the wake of major political events (McCabe et 
al., 2024). The renewed visibility of previously removed accounts coincided with growing concerns about 
amplified interactions with contentious figures (Barrie, 2023), increased bot-driven activity (Hickey et al., 
2023), and heightened levels of harmful content (Brewster et al., 2022; Frenkel & Conger, 2022; McCarthy, 
2023). 

Past cases, such as Facebook’s 2018 algorithm shift toward “meaningful interactions,” inadvertently 
amplifying hyperpartisan content (Horwitz & Seetharaman, 2021; Reuning et al., 2022), further illustrate 
the potential consequences of leadership-driven changes. Designed to prioritize personal content over 
public posts, this shift unintentionally boosted divisive material, disproportionately increasing 
engagement for certain political groups (Reuning et al., 2022). Internal reports revealed that, rather than 
fostering positive interactions, the algorithm intensified an outrage-driven discourse on the platform 
(Horwitz & Seetharaman, 2021). Around the same time, broader research on platform governance found 
that engagement-based ranking systems tend to favor emotionally charged content, often reinforcing 
ideological divides and creating echo chambers. These findings highlight how algorithmic interventions—
whether intentional or not—can fundamentally reshape online discourse, often in ways that undermine 
content diversity and contribute to social fragmentation. 

These changes motivate a closer examination of how the platform’s information quality evolved over 
time. To evaluate changes in information quality, we employed two complementary datasets: the Twitter 
panel (Hughes et al., 2021) and the Decahose sample. The Twitter panel represents a fixed sample of U.S. 
voters, allowing for precise tracking of U.S. voter behavior (Grinberg et al., 2019; Hughes et al., 2021; 
Shugars et al., 2021). The Decahose offers a representative sample of all content shared on the platform 
and, therefore, provides a complementary prism for the activity of voters on the platform, including that 
by non-registered voters, non-U.S. individuals, organizations, automated accounts (Chen et al., 2021), and 
other accounts (Pfeffer et al., 2023). Together, these datasets offer a comprehensive view of shifts in 
information quality, illustrating how Twitter’s ecosystem evolved following the ownership change. 



 
 
 

 Özturan; Quintana-Mathé; Grinberg; Ognyanova; Lazer 3 
 

 

   

We operationalized information quality by evaluating the domains that URLs in tweets linked to, using 
source quality scores provided by NewsGuard (2024). These scores, widely used in the literature (Baribi-
Bartov et al., 2024; Dias et al., 2020; McCabe et al., 2024), reflect the overall reliability of a source of 
information across both datasets. By calculating the average source quality scores of links shared before 
and after the ownership change, we identified shifts in the quality of information on the platform.  

Our findings reveal changes in information quality following the acquisition. Both the Twitter panel 
and Decahose datasets indicate a decline in the overall quality of content circulating on the platform. 
While the precise drivers of this decline require further investigation, the consistent pattern across 
datasets highlights the potential impact of platform-level changes on the information ecosystem. High-
quality sources continued to account for approximately 90% of shared content, while low-quality links 
made up the remaining 10%—a distribution that aligns with prior research showing that high-quality 
content still dominates engagement, even as low-quality content circulates within smaller, highly active 
communities (Baribi-Bartov et al., 2024; Budak et al., 2016; Budak et al., 2024; Grinberg et al., 2019). 
However, the growing market share of low-quality sources signals a shift in the platform’s information 
environment. While the overall change in information quality is modest, even modest declines in 
information quality can have a meaningful impact, especially when sustained over time. 

Declines in information quality are not only relevant to what content circulates (Guess, Lockett et al., 
2020), but also to how people engage with and trust institutions. Exposure to low-quality content has 
been linked to lower trust in mainstream media and, in some cases, higher trust in government, 
particularly when individuals’ preferred political party holds power (Ognyanova et al., 2020). As public 
confidence in the credibility of information weakens, individuals may find it more difficult to navigate the 
information environment and make informed decisions (Lazer et al., 2018). Beyond political discourse, 
declining information quality has broader societal ramifications, particularly in areas like public health. 
The spread of unreliable content on critical issues, such as vaccines and medical treatments, can 
undermine trust in scientific expertise, shape risk perceptions, and alter individual behavior in ways that 
carry tangible consequences for public health outcomes (Chou et al., 2020; Guess, Nyhan, et al., 2020). As 
digital platforms play an increasingly central role in how information is produced, disseminated, and 
consumed, even subtle shifts in content dynamics can contribute to long-term transformations in public 
trust, civic engagement, and the resilience of democratic institutions. 

The decline in the information quality of content shared may be driven by several underlying 
mechanisms. One possibility is algorithmic amplification of engagement-driven content, where the 
platform’s ranking systems prioritize engagement over credibility, favoring sensational or emotionally 
charged narratives that attract higher interaction (Guess et al., 2023; Vosoughi et al., 2018). Since lower-
credibility sources might use these tactics (Grinberg et al., 2019), they may have been disproportionately 
amplified, encouraging their sharing and leading to a decline in overall information quality. A second 
mechanism would be shifts in user composition and activity following the ownership transition (McCabe 
et al., 2024). If users who primarily shared high-credibility content disengaged while those favoring lower-
credibility sources remained or became more active, this could have altered the average quality of shared 
content (Bail, 2021). Another factor could be changes in content moderation and platform policies, which 
may have influenced what information circulated. If content moderation policies became less stringent or 
previously banned accounts were reinstated (Barrie, 2023; Hickey et al., 2023), lower-credibility sources 
may have been shared more, contributing to their increased market share. Similarly, a decline in 
institutional and high-credibility sources' activity, such as reduced activity from mainstream media, 
journalists, and expert communities (Budak et al., 2024), may have led to a lower volume of high-quality 
information, shifting the balance of shared content. 

While our analysis reveals notable shifts in information quality on Twitter/X, the lack of exposure data 
prevents us from assessing whether users were actually seeing more low-quality content. Understanding 
exposure effects would require access to user feeds, engagement metrics, or platform-side ranking 
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systems—data that was not available for this study. This constraint is common in research on digital 
platforms, where shared content is often analyzed as a practical alternative due to the inaccessibility of 
exposure data. Despite this limitation, sharing behavior remains a meaningful proxy for platform-wide 
circulation and enables us to identify broader trends in the quality of disseminated information. 

Beyond exposure limitations, our study also faced constraints related to data availability and 
methodological scope. First, our dataset access ended in May 2023 due to X’s policy changes, preventing 
us from analyzing long-term trends beyond this period. As a result, we cannot determine whether the 
observed shifts in information quality have persisted, stabilized, or reversed since our analysis. Second, 
our analysis relies on domain-level information quality scores rather than individual stories (URLs) and 
assumes a consistent level of credibility across an entire source. However, individual stories can vary 
significantly in reliability even within the same domain (Green et al., 2024). By aggregating scores at the 
domain level, our study may overlook important variations in the credibility of shared content. A URL-
level approach would provide a more precise measure of how information quality is changing at the level 
of individual stories.   

While shifts in user activity and engagement are important factors influencing the information 
ecosystem, they fall outside the scope of this study. Our focus is on identifying structural changes in the 
quality of shared content rather than analyzing individual user behaviors or participation trends. Although 
examining user engagement, such as whether high-credibility users disengaged or lower-credibility 
sources became more active, could provide valuable insights, such an analysis would require a different 
research design centered on user-level behavioral patterns. Instead, our study examines how content is 
shared and circulated, offering insights into systemic shifts in information quality. 

Despite these limitations, our study provides a comprehensive analysis of how information quality on 
Twitter/X has shifted, revealing significant changes in the composition of shared content. By examining 
trends in information quality, we have identified a decline in high-quality sources and a growing presence 
of lower-credibility content, offering valuable insights into the evolving information ecosystem. Future 
research could incorporate longitudinal data, URL-level credibility assessments, and exposure metrics to 
better understand how platform dynamics and user behavior interact to shape the information 
ecosystem.   
 

Findings  
 
Finding 1: The information quality on Twitter/X decreased following the ownership change, in both the 
Twitter panel and Decahose datasets. 
 
Our analysis revealed a significant decline in the quality of information shared on Twitter/X following the 
platform’s ownership transition. Before the acquisition, both the Twitter panel and Decahose datasets 
exhibited slight improvements in information quality before the acquisition on October 27, 2022, but after 
the transition, this trend reversed, leading to a measurable decline in the credibility of shared sources. 
This pattern is evident across different measures of credibility and was confirmed by an interrupted time 
series (ITS) analysis, which detects a sharp decline immediately after the acquisition, followed by a 
sustained downward trend. These findings suggest that changes in platform governance and user behavior 
correspond with a deterioration in the quality of shared content. The following sections outline how we 
assessed information quality, detail the observed trends, and present robustness checks supporting these 
results. The details about ITS method can be found in the Methods section. 

To assess shifts in information quality, we analyzed the links shared in the Twitter panel and Decahose 
datasets, capturing both original shares and retweets. Each shared URL was matched to its source domain, 
which we evaluated using NewsGuard reliability scores. These scores measure factual accuracy and 
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adherence to journalistic standards, with higher scores indicating greater reliability. To ensure our analysis 
focused on news content, we included only domains classified as news by NewsGuard, excluding social 
media and other platforms without centralized editorial oversight. 

We define information quality (IQ) as the average reliability of shared sources, calculated monthly by 
averaging the NewsGuard scores of all shared news domains in each dataset. NewsGuard assigns scores 
ranging from 0 to 100, with higher scores reflecting greater credibility (e.g., wsj.com: 100, vox.com: 87.5, 
nypost.com: 69.5, onegreenplanet.org: 40, infowars.com: 7.5). NewsGuard categorizes these scores into 
four groups based on adherence to journalistic standards: 1) credible (75–100), indicating strong 
adherence to journalistic standards; 2) credible with exceptions (60–74), indicating basic compliance with 
some notable shortcomings; 3) proceed with caution (40–59), indicating significant journalistic failures; 
and 4) proceed with maximum caution (0–39), indicating very low credibility. Further details on IQ score 
calculation and NewsGuard methodology are provided in the Methods section. 

Figure 1 illustrates the monthly average information quality scores for the Twitter panel (orange) and 
Decahose datasets (blue) from January 2022 to April 2023, with a vertical black dashed line designating 
Musk’s acquisition of Twitter in October 2022. The visual patterns suggest a reversal in trends of the 
information quality score: Before the acquisition, both datasets exhibited slight improvements in 
information quality, but after the acquisition, the trends shifted, with the Twitter panel and Decahose 
showing a decline. The shaded regions, representing 95% confidence intervals, highlight the range of 
possible trend lines based on bootstrapped resampling.   

The ITS analysis quantifies these shifts in information quality over time. Before the acquisition, the 
Twitter panel dataset showed an overall increasing trend, with information quality rising by an average of 
0.34 points per month (β1, p ≤ .001). Immediately after the acquisition, there was a drop of 1.45 points 
(β2, p ≤ .01), followed by a shift in trend. While information quality was previously increasing, it began to 
decline at a rate of 0.37 points per month (β1 + β3 = 0.34 − 0.71) after the acquisition. For the Decahose 
dataset, the pre-acquisition trend was also positive but smaller in magnitude, increasing by 0.08 points 
per month (β1, p ≤ .05). After the acquisition, there was an immediate decrease of 1.39 points (β2, p ≤ 
.001), and the trend reversed direction, leading to a decline of 0.27 points per month (β1 + β3 = 0.08−0.35). 
The change in trend after intervention (β3) coefficients in Tables 1 and 2 capture these shifts, indicating 
that the positive trends observed before the acquisition turned negative afterward. 
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Figure 1. Information quality on Twitter/X following Elon Musk’s acquisition. Information quality (y-axis; ranging from 0 to 
100) is measured as the average of NewsGuard reliability scores for domains shared each month, from January 2022 to April 

2023 for Decahose (blue) and the panel (orange), including ITS-fitted lines with 95% bootstrapped CIs. 
 
This suggests that the decline in information quality was not just a one-time drop (β₂) but a continuing 
trend (β₃) in the months following the acquisition. The results in Appendix A confirm the validity of these 
findings under an alternative information quality score, showing that the observed trends persist when 
applying different information quality scores. Additional robustness checks, including an analysis using a 
±3-month window around the intervention, further support these results. This analysis confirms that the 
observed decline in information quality is statistically significant only when measured at the intervention 
date or after. This also indicates that the chosen time frame accurately captures the shift rather than 
reflecting random fluctuations in the preceding or following months. 
 While both the Decahose and panel datasets exhibit a clear reversal in information quality trends after 
Musk’s acquisition, key differences suggest that distinct mechanisms may be at play. The Decahose 
dataset, which reflects a dynamic user base, may capture shifts in platform composition, including the 
reintroduction of previously deplatformed accounts (Hickey et al., 2023), changes in bot activity (Barrie, 
2023), or newly created accounts (Merrill & Harwell, 2023). Given that Decahose includes bots and 
automated entities, the decline in information quality may be partially driven by increased algorithmic 
amplification of low-quality content, coordinated influence operations, or shifts in engagement patterns 
triggered by these accounts (Ferrara et al., 2016). In contrast, the Panel dataset, with a fixed user sample, 
suggests that factors such as user disengagement or migration away from Twitter/X could also contribute 
to the observed decline. Rather than external amplification, this decline may be more authentically driven 
by real users, either through selective exit from the platform or concentrated groups proactively engaging 
with lower-quality content (Baribi-Bartov et al., 2024; Budak et al., 2024; Grinberg et al., 2019). These 
differences underscore the complex interplay between structural platform changes and user-driven 
behavioral shifts in shaping the evolving information ecosystem.  
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 The effect sizes are small on a 0–100 scale, and the overall information quality of the ecosystem 
remains above NewsGuard’s high-credibility threshold, as the platform continues to be largely composed 
of high-quality content, consistent with previous research (Budak et al., 2024). However, if these trends 
persist, they may signal deeper structural changes. As we examine in the next section, focusing only on 
the average effect can obscure important shifts occurring in smaller pockets of lower-quality information. 
These subtle, yet significant, changes contribute to the overall decline in information quality. Following 
this trend, the next question is: Is the deterioration in information quality due to an increasing share of 
lower-credibility sources, a decreasing share of higher-credibility sources, or both? To answer this, we 
examined how the composition of shared content has shifted over time. 
 

Table 1. Interrupted time series (ITS) coefficients for Twitter panel. 

    CI 

Variable Coef SE p < |t| [0.25 0.975] 

Intercept (β0) 83.7815*** 0.242 0.000 83.03 84.533 

Trend Before Intervention (β1) 0.3430*** 0.063 0.000 0.202 0.484 

Intervention (β2) -1.4523** 0.547 0.008 -2.725 -0.180 

Change in Trend After Intervention (β1 + β3) -0.7086*** 0.123 0.000 -1.045 -1.045 
Note: This table summarizes the ITS regression results for Twitter panel information quality scores pre- and post-acquisition. The 
coefficients (coef) reflect the estimated effects for each variable in the regression. Coefficients (coef) estimate variable effects, 
with significance(*p ≤ .05, **p ≤ .01, ***p ≤ .001). Standard errors and 95% confidence intervals use Newey-West correction. 

 
Table 2. Interrupted time series (ITS) coefficients for Decahose. 

    CI 

Variable Coef SE p < |t| [0.25 0.975] 

Intercept (β0) 84.866*** 0.237 0.000 84.402 85.33 

Trend Before Intervention (β1) 0.0802* 0.032 0.013 0.017 0.143 

Intervention (β2) -1.3904*** 0.434 0.001 -2.242 -0.539 

Change in Trend After Intervention (β1 + β3) -0.3471** 0.123 0.005 -0.588 -0.106 
Note: This table summarizes the ITS regression results for Twitter panel information quality scores pre- and post-acquisition. The 

coefficients (coef) reflect the estimated effects for each variable in the regression. Coefficients (coef) estimate variable effects, 
with significance(*p ≤ .05, **p ≤ .01, ***p ≤ .001). Standard errors and 95% confidence intervals use Newey-West correction. 

 
Finding 2: The decline in information quality is driven by a shift in the market share of information sources: 
lower-quality sources have gained a larger market share, while higher-quality sources have seen a 
reduction. 
 
To examine how the composition of shared content has changed over time, we analyzed shifts in content 
volume and market share across credibility categories in the Decahose and Twitter panel datasets. Figure 
2 presents these changes, illustrating how the distribution of shared information has evolved. As 
explained in Finding 1, NewsGuard categorizes sources into four credibility groups based on journalistic 
standards: 1) credible (75–100), 2) credible with exceptions (60–74), 3) proceed with caution (40–59), and  
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4) proceed with maximum caution (0–39). These classifications help distinguish between lower- and 
higher-credibility sources, with a threshold score of 60 serving as the dividing line between high- and low-
quality sources, a framework also used in prior research (Baribi-Bartov et al., 2024). Figures 2 and 3 build 
on this classification system to examine shifts in the composition of shared content. Figure 2 presents 
changes in content volume and market share across all four NewsGuard categories, illustrating how 
content distribution evolved across the full credibility spectrum. Figure 3 simplifies this by aggregating 
sources into two broad groups, high-quality (≥60) and lower-quality (<60), allowing for a more direct 
assessment of the overall shift in information quality before and after the acquisition. 

Both figures rely on two key measures. Content volume change represents the percentage difference 
between the averages of daily information quality scores before and after the acquisition, using 
bootstrapped samples to capture distributional shifts beyond just the mean. Market share change 
represents the percentage difference in the daily share of each information quality group relative to the 
entire information ecosystem over the same period. The results reveal a clear shift in the composition of 
shared content, with lower-credibility sources gaining prominence as higher-credibility sources decline. 
Figure 2 shows a set of box plots based on bootstrap estimates: The first row displays the Decahose 
dataset and the second row shows the Twitter panel dataset. The left column presents percentage 
changes in content volume, while the right column depicts changes in market share across the four 
NewsGuard credibility categories. Each box represents the distribution of bootstrap values, with the 
central line marking the median. 

In the Decahose dataset (top-left), volume decreases across most credibility bins, except for the 40–
59 group, which shows a median increase of 10.69%. The largest decline appears in the highest-credibility 
group (75–100) (-17.18%). In the corresponding market share box plot (top-right), the 40–59 category 
shows the largest gain (+29.43%), followed by smaller increases in the 0–39 and 60–74 bins (+15.12% and 
+12.03%). In the Twitter panel dataset (bottom row), volume declines across all bins (left), but the 40–59 
group sees the smallest drop (-4.48%). This is reflected in its right-panel market share box plot, where it 
exhibits the largest gain (+30.12%), while the 0–39 and 75–100 groups remain relatively stable (-0.29% 
and -1.13%). These box plot distributions highlight how mid- and lower-credibility sources are gaining 
relative prominence in the shifting information ecosystem. In some cases, the box plots appear visually 
narrow because the bootstrap values are tightly clustered, indicating high consistency across samples. The 
underlying summary statistics for each box plot can be found in Appendix G. 
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Figure 2. Shifts in content volume and market share for high- and low-quality information on Twitter/X. This 2 × 2 box plot 

displays percentage changes in content volume (left column) and market share (right column) across five credibility levels 
provided by NewsGuard, with rows representing the two different datasets: the first row corresponds to Decahose (global 

sample) and the second to the Twitter panel (U.S. sample). The X-axis categorizes domains by credibility level, and the Y-axis 
indicates the percentage change before and after the platform’s ownership transition. 

 
 



 
 
 

 Declining information quality under new platform governance 10 
 

 
Figure 3 builds on the previous analysis by aggregating credibility categories into high- and low-quality 
groups, based on the NewsGuard threshold of 60, as described in the Methods section, thereby providing 
a broader view of information quality shifts. The color scheme is consistent with Figure 2, with dark blue 
representing the Decahose dataset and yellow indicating the Twitter Panel. However, the figure layout is 
intentionally reorganized: The first row presents changes in content volume, while the second row 
displays changes in market share. This reordering facilitates a clearer comparison between absolute 
(volume) and relative (market share) shifts across datasets when evaluating the performance of high- and 
low-credibility sources. 

In the Decahose dataset, low-quality sources exhibit minimal change in content volume, with 
bootstrap estimates ranging from a slight decline to a modest increase. While the median suggests a small 
decrease (–0.28%), the overall distribution indicates relative stability, especially when contrasted with the 
sharp contraction among high-quality sources (–16.58%). In the Twitter panel dataset, both low- and high-
quality sources experience a decline in volume, but the drop is substantially more pronounced for high-
credibility sources (–27.84%) compared to their lower-credibility counterparts (–22.96%). This trend 
becomes even more apparent when examining market share dynamics. In the Decahose dataset, high-
credibility sources not only decline in absolute volume but also lose relative market share, allowing low-
credibility sources to occupy a greater portion of the shared content space. A similar pattern emerges in 
the Twitter panel dataset, where the sharp contraction in high-quality content creates a vacuum that 
lower-credibility sources increasingly fill. 

Taken together, these patterns suggest a structural transformation in the platform’s information 
ecosystem: High-quality content is shrinking in both absolute and relative terms, while lower-credibility 
sources become more visible, either through expansion (as in Decahose) or by default (as in the Twitter 
Panel). This analysis also provides important context for interpreting effect sizes. Although some changes 
may appear small on a 0–100 scale, the joint decline in volume and market share reveals a broader 
contraction in high-quality content dissemination. This shift may stem from a combination of supply-side 
factors, such as news organizations reducing their Twitter/X activity, and user-level dynamics, including 
disengagement or platform departure among audiences seeking credible information. 

While further investigation of the platform’s user base is warranted, our market share analysis 
suggests that less reliable content is becoming increasingly dominant in the post-acquisition information 
ecosystem. A detailed breakdown of market share by credibility category is presented in Appendix B, with 
Appendix C confirming the robustness of our findings using Lin et al.’s (2023) credibility scores. Appendix 
D highlights the domains with the largest percentage increases and decreases, showing that gains are 
concentrated among lower-credibility sources, while losses are primarily among high-credibility outlets. 
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Figure 3. Shifts in content volume and market share for high- and low-quality information on Twitter/X. This figure illustrates 

the percentage changes in content volume (first column) and market share (second column) for low-quality (black) and high-
quality (green) content across the Decahose and Twitter panel datasets. The X-axis categorizes content into "Low-Quality 

Content" and "High-Quality Content," while the Y-axis represents percentage changes before and after the ownership change. 
The analysis highlights how content from low-quality sources gained market share despite an overall reduction in volume. 
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Methods  
 
We used two complementary datasets from Twitter/X: the Decahose and the Twitter panel. The Decahose 
is a dynamic 10% daily sample of global tweets, reflecting average platform behavior and including tweets 
from bots and organizations (Ferrara et al., 2016; Hickey et al., 2023). The Twitter panel, on the other 
hand, is a stable sample of 1.6 million U.S. users matched to voter files, offering insights into U.S.-based 
behavior over time while excluding new users (Hughes et al., 2021; Shugars et al., 2021). Together, these 
datasets provide complementary perspectives: the Decahose offers a view of global trends, including bot 
activity and organizational engagement, while the Twitter panel focuses on stable U.S.-based behavior. 

We analyzed tweets from January 1, 2022, to April 30, 2023, with both datasets collectively containing 
18,520,788,890 tweets. Within these datasets, 481,575,162 tweets in the Decahose and 8,196,662 tweets 
in the panel contained URLs, representing 2.6% and 2.1% of the total tweets, respectively. Our focus is on 
original tweets and retweets that include URLs, as these forms of sharing play a central role in shaping the 
digital information ecosystem. We excluded quote tweets and replies, which are more commonly used 
for commentary or critique rather than content endorsement. Unlike standalone tweets, which often 
express personal opinions or conversations, URL-sharing—particularly through original posts and 
retweets—connects users to external content, structuring the way information spreads and gains visibility 
across networks (Green et al., 2025). URL-sharing is also considered a stronger signal of endorsement, 
distinguishing it from other interactions such as quotes or replies (Joseph et al., 2019; Wojcieszak et al., 
2022). 

To evaluate the credibility of the content shared, we matched URLs from both datasets to NewsGuard 
domains, a widely used tool for assessing the transparency, factual reporting, and credibility of online 
content. In the Decahose dataset, we successfully matched 19% of URL-containing tweets to NewsGuard 
domains, while the matching rate in the Twitter panel dataset was 21% on average. The stability of our 
monthly matching rate, which underscores the reliability of our approach, is detailed in Appendix E.  

We assessed information quality by matching URLs from both datasets to domains rated by 
NewsGuard, which assigns scores from 0 to 100 based on transparency and factual reporting. NewsGuard 
categorizes domains into five credibility levels: high credibility (100), generally credible (75–99), credible 
with exceptions (60–74), proceed with caution (40–59), and proceed with maximum caution (0–39). For 
example, reputable sources like wsj.com score near 100, while low-quality domains like infowars.com 
score closer to 0. Following NewsGuard’s methodology, a score of 60 served as the threshold to distinguish 
high-quality sources from lower-quality ones—a cutoff supported by prior research (Baribi-Bartov et al., 
2024) as aligning well with other scoring and labeling systems (e.g., Lin et al., 2023). Because only a trivial 
number of sources in our dataset received a perfect score of 100, we merged those with the 75–100 range 
to form a broader “high credibility” category. Importantly, this classification is independent of political 
leaning; for example, both Fox News and CNN are coded as high-quality sources under this scheme. 

In this analysis, we excluded domains categorized as “satire” and user-generated platforms, such as 
YouTube, Instagram, Facebook, and WordPress, which publish content from a wide range of sources with 
varying quality. Satirical sites, relying on fictional or exaggerated content for humor, could distort 
assessments of information quality. Similarly, user-generated platforms host content with diverse 
standards, complicating consistent evaluations of credibility. By focusing on traditional news sources, we 
improved the reliability and clarity of our findings on information quality trends. After applying these 
filters, we calculated the information quality (IQ) scores as the monthly average of the reliability scores 
for all included domains in each dataset. This method provides a comprehensive measure of the overall 
credibility of content shared on Twitter, enabling us to track trends in information quality and observe 
shifts in content credibility across different samples over time. 
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To evaluate the impact of Twitter’s ownership change on information quality, we employed an 
interrupted time series (ITS) analysis—a statistical method designed to capture both immediate and 
ongoing effects of an intervention, in this case, the ownership transition (Turner et al., 2021). Monthly IQ 
scores for both the Decahose and panel datasets were plotted, with trend lines estimated through the ITS 
model to compare the pre- and post-transition periods. We applied a bootstrapping approach to IQ values 
by resampling daily scores for each month with replacement 1,000 times and fitting an ITS model to each 
resampled dataset to calculate 95% confidence intervals around the trend lines. 

We followed Huitema and McKean (2007) and used the Durbin-Watson test (Durbin & Watson, 1971) 
to assess autocorrelation in residuals. The test produced a score of 2.004 for the Decahose dataset, 
indicating no or minimal autocorrelation, and 1.22 for the Twitter Panel, suggesting some autocorrelation 
in residuals. Consequently, we employed ordinary least squares (OLS) regression with Newey-West (NW) 
standard error adjustment with lag-1 autocorrelation (Newey & West, 1987), which accounts for 
autocorrelation in the residuals. 

We followed Huitema and McKean (2007) and used the Durbin-Watson test (Durbin & Watson, 1971) 
to assess autocorrelation in residuals. The test produced a score of 2.004 for the Decahose dataset, 
indicating no or minimal autocorrelation, and 1.22 for the Twitter Panel, suggesting some autocorrelation 
in residuals. Consequently, we employed ordinary least squares (OLS) regression with Newey-West (NW) 
standard error adjustment with lag-1 autocorrelation (Newey & West, 1987), which accounts for 
autocorrelation in the residuals. 

 
𝑌𝑡 = 𝛽0 + 𝛽1 ⋅ 𝑇𝑟𝑒𝑛𝑑𝐵𝑒𝑓𝑜𝑟𝑒𝐼𝑛𝑡𝑒𝑟𝑣𝑒𝑛𝑡𝑖𝑜𝑛𝑡 + 𝛽2 ⋅ 𝐼𝑛𝑡𝑒𝑟𝑣𝑒𝑛𝑡𝑖𝑜𝑛𝑡 + 𝛽3 ⋅ 𝑇𝑟𝑒𝑛𝑑𝐴𝑓𝑡𝑒𝑟𝐼𝑛𝑡𝑒𝑟𝑣𝑒𝑛𝑡𝑖𝑜𝑛𝑡 + 𝜖𝑡 

 
Where: 

• Yt represents the outcome variable measuring information quality at time t. 
• β0 is the intercept, representing the baseline level of information quality before the intervention 

(Twitter's ownership change). 
• Trend Before Interventiont is a discrete variable that starts at 0 in the first month of observation 

and increases by 1 each subsequent month, capturing the underlying trend over time prior to the 
intervention. 

• β1 captures the trend in information quality over time, prior to the intervention. 
• Interventiont is a dummy variable that takes the value 0 before the ownership change and 1 

afterward, marking the intervention point. 
• β2 measures the immediate change in information quality at the time of the intervention. 
• Trend After Interventiont is a discrete variable that takes values starting from 0 at the point of 

intervention and increases by 1 for each subsequent month. It captures any change in slope 
following the intervention, indicating the long-term impact on the trend. 

• β3 measures the change in  trend (slope) of the information quality trend after the intervention, 
reflecting whether the rate of increase or decrease in information quality has shifted as a result 
of the intervention. 

• 𝜀t is an error term, allowing to deviate from the fitted model. 
 
We performed several robustness checks to validate the ITS analysis. First, we assessed multicollinearity 
among predictor variables using the variance inflation factor (VIF) and confirmed that all values remained 
below 5, indicating that collinearity was not a concern. To test the sensitivity of the intervention effect, 
we shifted the intervention date by one, two, and three months before and after the actual date, re-
estimating the model each time. We then compared the results to assess whether the significance and 
magnitude of the intervention effect remained stable. Our findings show that the intervention effect was 
only statistically significant after the intervention date, reinforcing the validity of our results. Additionally, 
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we employed an autoregressive integrated moving average (ARIMA) model to account for potential 
autocorrelation and time-dependent structures in the data. By comparing the ITS estimates with those 
from the ARIMA model, we ensured that the observed effects were not artifacts of linear modeling 
assumptions. These robustness checks confirm that the estimated intervention effect is not driven by 
model specification but rather reflects substantive changes in the data. The robustness check results can 
be found in Appendix F.  

To calculate changes in volume and market share within each NewsGuard quality bucket, we defined 
the “before” period as the 10 months leading up to the ownership change and the “after” period as the 6 
months following it. For each period, we calculated the monthly average volume by dividing the total 
number of shared URLs by the number of months in the respective period. Similarly, we computed the 
monthly average market share for each quality bucket as the percentage of the total volume attributed 
to that bucket. The percentage change was then calculated by comparing the after-period averages to the 
before-period averages using the formula: 100 x (after average−before average)/before average. This 
approach allowed us to assess shifts in content distribution across different levels of information quality. 
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Appendix A: Information quality with Lin et al. (2023) score   
 

 
Figure A1. Information quality on Twitter/X following Elon Musk's acquisition obtained by Lin et al. (2023). Information 

quality (y-axis; ranging from 0 to 100) is measured as the average of Lin et al. (2023) domain quality scores for domains shared 
each month, from January 2022 to April 2023 (x-axis). 

 
To test the robustness of our results using an alternative operationalization of information quality, we 
utilize the domain quality score developed by Lin et al. (2023). This score assesses information quality 
across domains by aggregating credibility evaluations from multiple sources, including fact-checking 
organizations, news outlets, and academic research. Lin et al. (2023) employed principal component 
analysis to generate a unified score for each of the 11,520 domains evaluated. The resulting principal 
component score ranges from 0 to 1, where higher values indicate greater credibility. For instance, high-
credibility domains, such as nytimes.com (0.86), nasa.gov (0.96), and cdc.gov (0.96), receive scores close 
to 1, reflecting strong adherence to standards of accuracy and transparency. In contrast, lower-credibility 
domains, like infowars.com (0.05) and thegatewaypundit.com (0.10), are assigned scores near 0, 
indicating minimal adherence to these standards. 

Figure A1 illustrates a clear shift in trend lines following the intervention point, marked by Elon Musk’s 
acquisition of Twitter. In the period before the acquisition, both the Twitter panel and Decahose datasets 
display non-negative trends, indicating either stable or slightly increasing information quality over time. 
However, after the acquisition (marked by the red dashed line), the trend lines turn negative, signifying a 
decline in information quality scores in both datasets. 

The significance of this downward shift is corroborated by our interrupted time series (ITS) analysis, 
with detailed statistical results provided in Tables A1 and A2. These tables confirm a statistically significant 
drop in information quality immediately following the intervention, with an effect size of 1.478 for the 
Twitter panel and 1.40 for the Decahose dataset. 
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Table A1. Interrupted time series (ITS) coefficients for Twitter panel with Lin et al. (2023) domain quality 

scores. 

Variable Coef SE p < |t| [0.25 0.975] 

Intercept 69.245*** 0.252 0.000 68.697 69.793 

Trend Before Intervention (Musk takeover) 0.1923** 0.047 0.002 0.09 0.295 

Intervention (Musk takeover) -1.478** 0.426 0.005 -2.406 -0.55 

Change in Trend After Intervention (Musk 
takeover) -0.3205* 0.113 0.015 -0.566 -0.075 
Note: This table summarizes the results of the interrupted time series (ITS) regression model assessing changes in information 
quality scores for Twitter panel before and after the acquisition. The coefficients (coef) reflect the estimated effects for each 

variable: the baseline level (Intercept), the pre-intervention trend, the immediate effect of the intervention (acquisition), and the 
post-intervention trend. Significance levels are indicated by asterisks (*p < .05, **p < .01, ***p < .001). Standard errors (SE) and 

95% confidence intervals [0.025, 0.975] are provided for each estimate. 
 

Table A2. Interrupted time series (ITS) coefficients for Decahose with Lin et al. (2023) domain quality 
scores. 

Variable Coef SE p < |t| 0.025] 0.975] 

Intercept 69.532*** 0.327 0.000 68.820 70.244 

Trend Before Intervention (Musk takeover) 0.0414 0.061 0.512 -0.092 0.175 

Intervention (Musk takeover) -1.4053* 0.553 0.026 -2.610 -0.2 

Change in Trend After Intervention (Musk 
takeover) -0.2985 0.146 0.064 -0.617 0.02 
Note: This table summarizes the results of the interrupted time series (ITS) regression model assessing changes in information 
quality scores for Twitter panel before and after the acquisition. The coefficients (coef) reflect the estimated effects for each 

variable: the baseline level (Intercept), the pre-intervention trend, the immediate effect of the intervention (acquisition), and the 
post-intervention trend. Significance levels are indicated by asterisks (*p < .05, **p < .01, ***p < .001). Standard errors (SE) and 

95% confidence intervals [0.025, 0.975] are provided for each estimate. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 

 Özturan; Quintana-Mathé; Grinberg; Ognyanova; Lazer 21 
 

 

   

Appendix B: Market share distribution by NewsGuard quality bucket 
for Decahose and Twitter panel datasets 
 

 
Figure B1. Distribution by NewsGuard quality bucket for Decahose and Twitter panel datasets between 01/2022–05/2023. 

 
Figure B1 offers a detailed breakdown of the market share for each NewsGuard quality bucket within the 
Decahose and Twitter panel datasets. This distribution provides insight into how content from different 
credibility levels contributes to the overall content landscape on each platform. The highest credibility 
category, scoring between 75–100, dominates the market share in both datasets, accounting for 77.70% 
of content in the Twitter panel and 76.71% in Decahose, indicating a strong presence of credible sources. 
In contrast, lower credibility categories hold smaller portions of the market. The 60–74 category, labeled 
“credible with exceptions,” has a slightly larger share in the Decahose dataset (11.71%) compared to the 
Twitter panel (8.45%), suggesting a modest but notable presence of sources with some credibility 
limitations. The 40–59 and 0–39 categories, representing domains with limited credibility, occupy even 
smaller shares. Specifically, the 40–59 range (“proceed with caution”) shows a minimal share of 3.67% in 
the Twitter panel and 3.11% in Decahose. The lowest quality group, 0–39 (“proceed with maximum 
caution”), comprises 7.26% of the Twitter panel and 6.15% of Decahose, indicating a limited but 
noticeable portion of low-credibility content. 
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Appendix C: Market share change with Lin et al. (2023) score 
 

 
Figure C1. Market share change using Lin et al. (2023) scores. 

 
Similar to Figure 2 in the main text, this figure examines the market share change across content 
categorized by information quality, comparing the Decahose dataset and the Twitter panel dataset, but 
using Lin et al. (2023) domain quality scores. Consistent with the patterns observed earlier, we find that 
low-quality content (score range: 0–0.2) experiences the most substantial increase in market share. In 
contrast, as information quality increases, the percentage change diminishes, with high-quality content 
(score range: 0.8–1.0) showing minor or negative shifts.  
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Appendix D: Domain analysis 
 
To qualitatively assess the impact on website traffic via Twitter/X, we used the domain quality score 
developed by Lin et al. (2023) to categorize information quality, as NewsGuard only allows displaying five 
domain ratings in total, limiting our ability to fully analyze the dataset. Table D1 displays the top 10 
domains with the largest increases in traffic, ranked from the highest to the lowest percentage increase. 
Conversely, Table D2 outlines the 10 domains that experienced a decrease in traffic. In both tables, the 
“Baseline Volume” column represents the total daily shares each domain had prior to the platform’s 
acquisition, while the “Change” column indicates the percentage increase or decrease in sharing 
frequency following the acquisition. 

Our analysis revealed a notable trend: Among the top ten domains with increased sharing after the 
acquisition, eight have information quality scores in the lowest two quartiles, indicating a surge in lower-
quality information. This finding suggests that the domains most benefiting from increased sharing post-
acquisition are predominantly those with lower reliability, potentially leading to a decline in overall 
information quality on the platform. Conversely, the top ten domains that saw a decrease in sharing are 
primarily higher-quality sources, with only one scoring below 0.2 and six situated in the top three quartiles 
of information quality. This contrast highlights a shift in content visibility that favors lower-quality sources 
while potentially marginalizing more credible information providers. 
 

Table D1. Ranking of domains by positive change in sharing frequency before and after Elon Musk’s 
acquisition of Twitter/X. 

Domain Change % Baseline Volume Information Quality 

newspunch.com 308 16,807 0.124 

weibo.com 174 190,873 0.478 

thegatewaypundit.com 166 198,310 0.109 

naturalnews.com 152 10,752 0.0 

smartnews.com 95 259,468 0.790 

lifenews.com 93 264,780 0.192 

occupydemocrats.com 58 41,846 0.176 

judicialwatch.com 56 148,444 0.108 

rumble.com 52 599,866 0.162 

imolaoggi.it 43 22,944 0.197 
Note: This table lists the top 10 domains that experienced the largest positive change in sharing volume following Elon Musk’s 

acquisition of Twitter/X. Domains are ranked from the highest to the lowest percentage increase in sharing volume. The 
“Baseline Volume” column indicates the total daily shares each domain received before the acquisition, serving as a reference 

for initial traffic levels. The “Change” column shows the percentage increase in sharing frequency post-acquisition traffic levels. 
The “Change” column shows the percentage increase in sharing frequency post-acquisition. 
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Table D2. Ranking of domains by negative change in sharing frequency before and after Elon Musk’s 

acquisition of Twitter/X. 

Domain Change % Baseline Volume Information Quality 

sputniknews.com -92 571,160 0.369 

dailywire.com -50 661,992 0.384 

gnews.org -49 158,391 0.189 

buzzfeed.com -46 1,818,540 0.699 

gettr.com -44 663,563 0.43 

engadget.com -43 451,125 0.869 

indiatoday.in -43 468,460 0.776 

thehill.com -42 595,881 0.827 

cnet.com -38 632,007 0.951 

independent.co.uk -37 1,841,896 0.734 
Note: This table lists the top 10 domains that experienced the largest negative change in sharing volume following Elon Musk’s 

acquisition of Twitter/X. Domains are ranked from the highest to the lowest percentage decrease in sharing volume. The 
“Baseline Volume” column represents the total daily shares each domain had prior to the acquisition, providing a reference for 

initial traffic levels. The “Change” column displays the percentage decrease in sharing frequency post-acquisition. 
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Appendix E: Matching rate of URLs of Decahose and Twitter panel 
 
In this analysis, we match URLs from the Decahose and Twitter panel datasets to domain quality ratings 
provided by NewsGuard. A URL is considered “matched” if its domain appears on these quality lists. This 
process is essential for identifying the proportion of URLs in each dataset associated with credible sources, 
which helps calculate an information quality score. To provide a comprehensive view of the data, Table 
E1 displays the total number of monthly tweets and the number of tweets containing URLs for both the 
Decahose and Twitter panel datasets. Table E2 shows the average matching rate of URLs to NewsGuard 
over time, which remains stable, thereby supporting the reliability of the operationalization. By examining 
these tables, we can assess the consistency and reliability of the matching process in both datasets and 
track how content quality evolves over time. 
 

Table E1. Number of monthly tweets in panel and Decahose. 

Rating Date Panel Tweets 
Panel Tweets 

with URL Decahose Tweets 

Decahose 
Tweets with 

URL 

0 2022–01 38,106,998 644,542 1,201,387,678 32,373,303 

1 2022–02 33,600,826 599,137 1,014,578,411 31,787,823 

2 2022–03 32,669,443 665,383 1,232,923,496 35,596,005 

3 2022–04 33,412,928 597,091 1,208,931,029 29,511,838 

4 2022–05 35,226,527 635,331 1,213,651,294 30,733,960 

5 2022–06 31,606,286 588,197 1,135,417,853 28,604,502 

6 2022–07 24,921,208 543,789 998,126,320 28,259,643 

7 2022–08 27,663,916 544,347 1,172,958,749 29,162,490 

8 2022–09 18,427,104 376,399 1,234,488,882 30,294,317 

9 2022–10 18,548,562 397,879 1,309,564,229 31,699,404 

10 2022–11 19,330,821 404,386 1,235,269,931 34,697,429 

11 2022–12 17,921,053 427,573 1,175,893,788 29,051,029 

12 2023–01 18,904,560 489,688 1,082,840,889 29,701,054 

13 2023–02 16,990,544 456,955 1,012,437,280 23,728,139 

14 2023–03 15,759,987 458,567 1,185,931,200 28,431,740 

15 2023–04 10,854,955 367,398 1,106,387,861 27,942,486 

Total  393,945,718 8,196,662 18,520,788,890 481,575,162 
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Table E2. The matching rate of URLs ranges from 0 to 1, where 1 indicates a complete match and 0 

indicates no match at all. 

Rating Date Panel Matching Rate Decahose Matching Rate 

0 2022–01 0.446 0.21 

1 2022–02 0.438 0.199 

2 2022–03 0.434 0.194 

3 2022–04 0.422 0.203 

4 2022–05 0.441 0.207 

5 2022–06 0.446 0.21 

6 2022–07 0.446 0.205 

7 2022–08 0.439 0.199 

8 2022–09 0.43 0.181 

9 2022–10 0.419 0.179 

10 2022–11 0.411 0.152 

11 2022–12 0.399 0.168 

12 2023–01 0.398 0.172 

13 2023–02 0.407 0.184 

14 2023–03 0.425 0.196 

15 2023–04 0.454 0.201 

Average  0.431 0.191 
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Appendix F: Robustness checks of time series analysis 
 
To test the robustness of our results, we applied ARIMA models to both the Twitter panel and Decahose 
datasets. ARIMA models are commonly used to account for autocorrelation in time series data, ensuring 
that the residuals are independent and not correlated over time. We chose the ARIMA(0,1,0) model for 
the Twitter panel, which incorporates first-order differencing to address autocorrelation, as this model 
has the closest Durbin-Watson (DW) test value to 2, indicating no significant autocorrelation. The DW 
value of 1.817 for the Twitter panel suggests some positive autocorrelation in the residuals, but it is still 
close to 2, indicating that the model captures the data's underlying trend effectively. 

The results from the ITS analysis using the ARIMA model for the Twitter panel showed a significant 
trend before the intervention, with a coefficient of 0.41824 and a z-value of 2.193, indicating a statistically 
significant pre-intervention trend. The immediate effect of Musk’s takeover was captured by the 
intervention variable, which had a coefficient of -1.465 and a z-value of -2.4291, suggesting a significant 
immediate decline following the takeover. Additionally, the change in trend after the intervention was 
significant, with a coefficient of -0.898 and a z-value of 2.8165, showing a significant shift in the trend 
post-intervention. The results are in Table F1. 

For the Decahose dataset, no autocorrelation was needed, as indicated by the Durbin-Watson value 
of 2.0048. This value is very close to 2, suggesting that there is no significant autocorrelation in the 
residuals. However, we ran the ARIMA(0,0,0) model for robustness, which is a simpler model that assumes 
no differencing or autoregressive terms, making it appropriate for data with minimal autocorrelation.  
Table F2 shows the ARIMA(0,0,0) for the Decahose. The results for the Decahose dataset showed a strong 
baseline intercept of 84.866, with a Z-score of 282.37. The trend before the intervention was modest, with 
a coefficient of 0.0802 and a Z-score of 1.4247, while the intervention variable showed a significant effect 
with a coefficient of 1.3904 and a Z-score of -2.7324. The change in trend after the intervention also 
yielded a significant result, with a coefficient of -0.34707 and a Z-score of -2.579, indicating a notable shift 
in the trend post-intervention. 
     Additionally, we assessed multicollinearity by calculating the variance inflation factor (VIF) for all 
predictor variables in both models. All VIF values were below 5, indicating that multicollinearity is not a 
concern. This ensures that the predictor variables—Time, Intervention, and TimeAfterIntervention—were 
not highly correlated, preserving the validity of the estimators. Finally, the significance of the intervention 
effects was analyzed across different months for both datasets. In the Panel dataset (Table F3), significant 
intervention effects were observed at months -2 (p = .007) and 1 (p =.002), while in the Decahose dataset 
(Table F4), significant effects were observed at month 0 (p = .036) and month 1 (p = 0.007). We chose the 
ARIMA models with the Durbin-Watson test values closest to 2 to ensure that the models accounted for 
autocorrelation while maintaining the validity of the results. The Durbin-Watson values of 1.817 for the 
Twitter Panel and 2.0048 for the Decahose suggest that the models are robust and that the residuals are 
appropriately uncorrelated, providing reliable estimates for the impact of Musk's leadership on Twitter’s 
content dynamics. 
 

Table F1. Interrupted time series (ITS) with ARIMA  for Twitter panel. 

Variable Coef SE Z-score 

Trend Before Intervention (Musk takeover) 0.41824* 0.190 2.193 

Intervention (Musk takeover) -1.465* 0.603 -2.4291 

Change in Trend After Intervention (Musk takeover) -0.898** 0.319 2.8165 
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Table F2. Interrupted time series (ITS) with ARIMA for Decahose. 

Variable Coef SE Z-score 

Intercept 84.866*** 0.30 282.37 

Trend Before Intervention (Musk takeover) 0.0802* 0.0563 1.4247 

Intervention (Musk takeover) 1.3904** 0.5088 -2.7324 

Change in Trend After Intervention (Musk takeover) -0.34707** 0.1345 -2.579 

 
Table F3. Interrupted time series (ITS) with different intervention month for Twitter panel. 

Shift Months  Intervention p-value 

-3                           1.43 0.082 

-2                                                             1.61 0.007 

-1   0.141 0.823 

0                                                   -1.45 0.029 

1                                                           -2.34 0.002 

2                                                                   -2.33 0.012 

3                                                    -1.53 0.174 

 
Table F4. Interrupted time series (ITS) with different intervention month for Decahose. 

Shift Months  Intervention p-value 

-3                           0.518 0.452 

-2                                                             0.141 0.829 

-1   -0.538 0.409 

0                                                   -1.39 0.036 

1                                                           -1.9 0.007 

2                                                                   -1.83 0.0224 

3                                                    -0.242 0.797 
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Appendix G: Summary statistics by information quality bin 
 

Table G1. Summary statistics for the information changes in the information quality in Twitter panel.  

 Decahose volume 
change % 

Decahose market 
share change % 

Twitter panel 
volume change % 

Twitter panel 
market share 
change % 

Information 
quality Min Med Max Min Med Max Min Med Max Min Med Max 

0-39 -3.66 -2.8 -1.82 14.72 15.12 15.49 -29.6 -28.6 -28 -0.71 -0.29 0.08 

40-59 9.15 10.69 13.44 28.11 29.43 30.86 -6.23 -4.48 -3.38 29.19 30.12 31.28 

60-74 -4.27 -3.79 -3.22 11.07 12.03 12.7 -25.8 -24.9 -24.1 4.54 4.98 5.83 

75-100 -18.3 -17.7 -17.2 -4.32 -4.06 -3.95 -26.9 -25.9 -25 -1.27 -1.13 -0.98 
 

Table G2. Summary statistics for the information changes in the information quality in Decahose.  

 Decahose volume 
change % 

Decahose market 
share change % 

Twitter panel 
volume change % 

Twitter panel 
market share 
change % 

Information 
quality Min Med Max Min Med Max Min Med Max Min Med Max 

Low -0.64 -0.28 0.68 16.64 17.46 18.28 -24.1 -22.9 -21.6 5.25 6.3 6.9 

High -16.7 -16.6 -16.2 -2.03 -1.96 -1.89 -28.2 -27.8 -26.9 -1.17 -1.01 -0.89 
 
 
 
 
 
 
 


