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DomainDemo: a dataset of domain-
sharing activities among different 
demographic groups on twitter
Kai-Cheng Yang  1 ✉, Pranav Goel  1, alexi Quintana-Mathé1, Luke Horgan1, 
Stefan D. McCabe1, Nir Grinberg  2, Kenneth Joseph3 & David Lazer1

Social media play a pivotal role in disseminating web content, particularly during elections, yet our 
understanding of the association between demographic factors and information sharing online remains 
limited. Here, we introduce a unique dataset, DomainDemo, linking domains shared on twitter (X) with 
the demographic characteristics of associated users, including age, gender, race, political affiliation, 
and geolocation, from 2011 to 2022. This new resource was derived from a panel of over 1.5 million 
twitter users matched against their U.S. voter registration records, facilitating a better understanding 
of a decade of information flows on one of the most prominent social media platforms and trends in 
political and public discourse among registered U.S. voters from different sociodemographic groups. 
By aggregating user demographic information onto the domains, we derive five metrics that provide 
critical insights into over 129,000 websites. In particular, the localness and partisan audience metrics 
quantify the domains’ geographical reach and ideological orientation, respectively. these metrics 
show substantial agreement with existing classifications, suggesting the effectiveness and reliability of 
DomainDemo’s approach.

Background & Summary
Social media play a significant role in the distribution of information1–3, serving as essential sources of infor-
mation for millions of users, especially in critical contexts such as elections4,5 and public health crises6–9. The 
content shared on social media originates not only from the users themselves but also from a wide array of 
sources. In particular, posting and re-sharing links to external websites (URLs) are key mechanisms for dissemi-
nating web content on social media10–13. For some websites, this is a crucial way of getting traffic and for users to 
access their content14–17. For instance, Chen et al. demonstrate that social media are responsible for a substantial 
portion of referred visits to thegatewaypundit.com, a popular far-right news website, by analyzing its web traffic 
data18.

The significance of social media in information distribution has attracted considerable research attention 
in recent years. However, our understanding of the role demographic factors play in this process remains lim-
ited19,20, even though their importance in online discourse has been discussed in prior work21–24. Typically, the 
data provided by platforms to researchers lack user-level demographic information25–27. When researchers rely 
on user donations or surveys to collect demographic data, the sample size is often insufficient to provide mean-
ingful aggregate insights about content-sharing patterns, particularly at the domain level. These challenges in 
data collection have created a significant gap in our ability to comprehensively analyze the interplay between 
demographic factors and online political discourse.

To bridge this gap, we introduce a novel dataset, DomainDemo, which quantifies domain-sharing activities 
across diverse demographic groups on Twitter. Although Twitter was rebranded as X in 2023, we will refer to 
the platform as Twitter in this article since our dataset predates the rebranding. Our data encompasses demo-
graphic details such as age, gender, race, political affiliation, and geolocation (U.S. state). These domain-sharing 
events are derived from a comprehensive dataset of over 1.5 million U.S.-based Twitter users matched with their 
voter registration records. Spanning 132 months (11 years) from May 2011 to April 2022, the dataset is organ-
ized in monthly intervals, enabling the analysis of temporal trends. Our released datasets allow researchers to 

1network Science institute, northeastern University, Boston, MA, USA. 2Department of Software and information 
Systems Engineering, Ben-Gurion University of the Negev, Be’er-Sheva, Israel. 3computer Science and engineering 
Department, University at Buffalo, Buffalo, NY, USA. ✉e-mail: yang3kc@gmail.com

DaTa DeScrIpTor

opeN

https://doi.org/10.1038/s41597-025-05604-6
http://orcid.org/0000-0003-4627-9273
http://orcid.org/0000-0003-1037-2687
http://orcid.org/0000-0002-1277-894X
mailto:yang3kc@gmail.com
http://crossmark.crossref.org/dialog/?doi=10.1038/s41597-025-05604-6&domain=pdf


2Scientific Data |         (2025) 12:1251  | https://doi.org/10.1038/s41597-025-05604-6

www.nature.com/scientificdatawww.nature.com/scientificdata/

investigate the association between demographic characteristics and the sharing patterns of diverse information 
sources, ranging from mainstream news websites to potential sources of misinformation.

We release two versions of the domain-sharing statistics dataset: DomainDemo-multivariate and 
DomainDemo-univariate. DomainDemo-multivariate splits the statistics into buckets defined by age, gen-
der, race, political affiliation, state, and time altogether. In each bucket, we provide the number of shares, 
the number of unique users sharing the domain, and the Gini index28 of the sharing count among users. 
DomainDemo-univariate includes five universes: state, race, gender, age, and political affiliation. Within each 
universe, we provide the number of shares, the number of unique users sharing the domains, and the Gini index 
of the sharing count among users for each category (e.g., age groups in the age universe). In addition to the 
domain-level statistics, we also provide the distribution of the population in different demographic buckets for 
both DomainDemo-multivariate and DomainDemo-univariate. These population-level distributions can serve 
as baselines.

DomainDemo-multivariate is similar in format to the Facebook URL dataset shared through Social Science 
One29,30, which includes the number of views, shares, and reactions to various URLs across different demo-
graphic groups. However, there are some key differences. DomainDemo-multivariate focuses solely on a sample 
of Twitter users who are registered voters in the U.S., while the Facebook URL dataset includes data from all 
eligible users on the platform. Additionally, DomainDemo-multivariate only includes the number of shares 
and unique users at the domain level and does not incorporate any noise. However, our dataset provides more 
detailed demographic information compared to the Facebook URL dataset. Specifically, while the Facebook 
URL dataset only includes country-level geographic data, our dataset contains state-level geolocation informa-
tion and includes race information.

In addition to the count statistics, we introduce five derived metrics that quantify how the demographics 
(age, gender, race, political affiliation, and geolocation) of users sharing a particular domain differ from that 
of the baseline. These metrics have specific interpretations that are useful for various research questions. For 
instance, the geolocation of the users allows us to measure the domains’ localness, i.e., the extent to which 
the sharing of a particular domain is geographically localized. Together with the user-sharing behavior data, 
the localness metric enables researchers to quantify the changing landscape of the local news industry. As a 
fundamental component of the U.S. democratic process, local news is uniquely positioned to report on local 
affairs and elections31,32, but faces a declining trend over the years33,34. Similarly, the user party affiliation in 
DomainDemo allows us to measure the audience partisanship of different domains. This metric can serve as 
a proxy for the political leaning of the domains, crucial for understanding online political discourse35,36. Our 
derived metrics demonstrate strong alignment with established measures of localness and political leaning while 
significantly expanding coverage to over 129,000 domains—over ten times the number of domains in existing 
datasets. The metrics also uncover subtle variations in sharing patterns that previous binary or one-dimensional 
categorization schemes could not capture.

Due to the difficulty of obtaining data from social media, especially Twitter, in the post-API era37, replicating 
our efforts is challenging. Even if access to Twitter data were to become available in the future, the platform itself 
has undergone significant changes. These factors make our dataset a unique and valuable contribution to the 
research community, as it provides a comprehensive view of domain-sharing behaviors across an 11-year period.

Methods
In this section, we describe how we create our dataset and provide case studies to interpret the data.

twitter Panel. Our dataset is based on a panel of over 1.5 million registered U.S. voters on Twitter, created 
by our team in previous work. A pilot version of the panel was first used by Grinberg et al.38, then the panel was 
expanded considerably by Shugars et al.20 and validated by Hughes et al.39 To create the panel, we start with 
the Twitter Decahose, a 10% random sample of all tweets, and identify 290 million accounts that post content 
between January 2014 and March 2017. We extract the names of the users, either from the Twitter handles or 
display names, and their location from the account profiles. This information is then matched against voter data 
provided by TargetSmart in October 2017, covering all 50 U.S. states and the District of Columbia. We compare 
the full name of each person in the voter file with the names of the Twitter accounts. If the full name has fewer 
than 10 exact matches, we then examine the location of the Twitter accounts. A Twitter account and voter record 
pair is accepted only if that is the only person in the specified city or state-level geographic area in both datasets. 
This reliance on full names and disclosed locations helps to eliminate many fake, automated (bot), and organiza-
tional accounts.

The data collection and matching of Twitter panel were approved by the Northeastern University Institutional 
Review Board (protocol number: 17-12-13). Following the best practices outlined by Hemphill et al.40, we 
employ data aggregation, anonymization, and access control measures to protect user privacy and minimize the 
risk of re-identification in our Twitter panel.

Matching to voter file records provides access to the geolocation, year of birth, gender, race/ethnicity, and 
partisanship of the users in the panel. We use state-level geolocation data from the voter files as our geographic 
unit of analysis. While we have access to more detailed location information, such as county-level data, releasing 
this information would risk re-identifying the users due to the low population density of many U.S. counties. 
State-level granularity offers a good compromise between the usefulness of the data and the privacy of the users. 
Using the year of birth, we determine the age of users at the time of sharing events and categorize them into the 
following age groups: “<18,” “18-29,” “30-49,” “50-64,” and “65+.” The category for users younger than 18 years 
old is included because some states allow 17-year-olds to pre-register to vote and some users might be younger 
than 18 at the time of sharing events. Gender is a binary measure provided by TargetSmart, which does not 
capture gender identities beyond the binary framework41. Race/ethnicity information is inferred by TargetSmart 
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for most states and is categorized as “African-American,” “Asian,” “Hispanic,” and “Caucasian.” Other race cat-
egories with limited representation in the dataset are aggregated into a single “Other” category to minimize 
re-identification risks.

TargetSmart provides two measures of partisanship: party registration and inferred partisanship. Party reg-
istration information in voter files is self-reported and aligns well with survey self-reporting42. However, this 
information is unavailable for 20 states (AL, AR, GA, HI, IL, IN, MI, MN, MO, MS, MT, ND, OH, SC, TN, TX, 
VA, VT, WA, and WI) in the TargetSmart data, which account for 42.7% of the Twitter users in our panel. When 
categorizing party registration information, we treat values for users in the 20 aforementioned states as missing. 
For the other 30 states and the District of Columbia, users registered as “Democrat” and “Republican” are coded 
accordingly. Due to variations in the classification of independent registered voters by state, we group individu-
als listed as “Independent,” “No party,” or “Unaffiliated” into a single “Independent” category. Members of minor 
parties, such as the Green Party and the Libertarian Party, are categorized as “Other.”

Based on party registration and other indicators, TargetSmart infers the probability of all individuals in 
all 50 states and the District of Columbia voting Democrat. We categorize individuals as Republican (0-0.35), 
Independent (0.35-0.65), and Democrat (0.65-1) using TargetSmart’s recommended thresholds to generate the 
inferred partisanship. For our data release and analysis, we use inferred partisanship as the primary measure 
since it covers all users (referred to as “party” hereafter). Additionally, we provide party registration information 
as a secondary measure (referred to as “party registration” or “partyreg” hereafter), as it conveys a slightly differ-
ent signal and offers useful insights for certain analyses.

Missing values in all dimensions are coded as “Unknown.”

Domain-sharing Statistics. We collect posts from users in the panel spanning from May 2011 to April 
2022. We extract the links shared by these users, expand the shortened links when possible, and identify the cor-
responding domains (e.g., nytimes.com for The New York Times). This process allows us to determine which user 
shares what domains and when. Sharing events, as defined in our study, include posting links in original tweets 
and retweeting or quoting tweets containing links. To reduce noise and the risks of re-identification, we include 
only domains that are shared by at least 50 unique users throughout the entire period.

We integrate the demographic information of users with their domain-sharing records to construct a com-
prehensive table. This domain-sharing event table includes the following columns: user_id, domain, age, gender, 
race, party, party registration, state, and year-month. Each row corresponds to a single sharing event, with users 
who share the same domains multiple times contributing multiple rows. Due to the presence of user identifiers, 
we cannot release this detailed table. Instead, we provide aggregate statistics derived from this table including 
DomainDemo-multivariate and DomainDemo-univariate.

DomainDemo-multivariate describes the domain sharing behavior of users across different demographic 
dimensions simultaneously. It includes several variants designed to facilitate different types of research analyses. 
The most granular variant is the monthly distribution data at the domain level, which is produced by grouping 
the domain-sharing event table by domain, age, gender, race, party (party registration is excluded here), state, 
and year-month. In each bucket, we calculate the following statistics: the number of shares, the number of 
unique users who share the domain, and the Gini index of the sharing count across users. Formally, the Gini 
index G for a domain is calculated as: 
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i1= ∑ =  is the average number of shares per user. G ranges from 0 to 1, with 0 indicating equal sharing 

and values close to 1 indicating that a few users share the domain disproportionately. Note that we set the Gini 
index to 1 for domains shared by only one user in the bucket. We include the Gini index to help researchers 
understand the inequality of sharing events across users without releasing detailed information about these 
users due to privacy concerns.

In addition to the demographic distribution of users sharing each domain, it is useful to understand the 
distribution of the whole population in many cases. Therefore, we also include a “baseline” variant that group 
the the domain-sharing event table by age, gender, race, party, state, and year-month. In each bucket, we cal-
culate the same statistics as the monthly distribution data. We also provide the average number of unique 
domains shared by users in each demographic bucket and the corresponding standard deviation. On top of the 
monthly data, we further provide the distribution and baseline data covering the whole time period. In total, 
DomainDemo-multivariate includes four variants.

DomainDemo-univariate is generated by aggregating the sharing events across all demographic dimensions 
except for the one of interest. For example, the state univariate data (referred to as the “state universe”) is pro-
duced by aggregating the sharing events across all age, gender, race, and party dimensions, resulting in the 
statistics of sharing events within different states. In each bucket of DomainDemo-univariate, we provide three 
statistics: the number of shares, the number of unique users who share the domain, and the Gini index of the 
sharing count across users. And similar to DomainDemo-multivariate, DomainDemo-univariate includes four 
variants: monthly distribution, monthly baseline, all-time distribution, and all-time baseline.

The detai led data schema of the released versions of  DomainDemo-multivariate and 
DomainDemo-univariate can be found in the Data Records section.

Derived Metrics for Domains. Based on the sharing behavior of users in different demographic groups, we 
derive additional metrics that quantify different aspects of the domains.
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Domain Localness Metric. Local news is a fundamental component of the U.S. democratic process. It is 
uniquely positioned to report on local affairs and elections, enabling citizens to engage in local political activ-
ities and hold their elected officials accountable31,32. However, the landscape of local journalism is undergoing 
significant changes, marked by a notable decline in local agencies, often referred to as the emergence of the 
“news desert”33,34. This trend threatens the vibrancy of local political participation and raises concerns about the 
overall health of democracy43,44.

To empirically understand the dynamics of news consumption and related phenomena, it is essential to reli-
ably categorize news outlets as either local or national. Despite extensive research efforts, a universally accepted 
definition of local news organizations remains elusive45. Many studies on local news often fail to provide a clear 
definition or specific criteria for classification46, complicating efforts to expand the scope of classification and 
hindering the replication of analyses.

Here, we leverage the state universe data from DomainDemo-univariate to derive a data-driven met-
ric that quantifies the “localness” of news domains. This is achieved by calculating the deviation of the user 
distribution of each domain in different states from the baseline distribution, both of which are provided in 
DomainDemo-univariate.

For a formal definition, let Cs represent the number of unique users in state s across all domains, and Fs rep-
resent the corresponding frequency, where Fs = Cs/∑sCs. Fs characterizes the baseline distribution of the whole 
population. For a domain δ, we calculate the user frequency in state s, Fδ,s = Cδ,s/∑sCδ,s, where Cδ,s represents the 
number of unique users in state s who share the domain δ. For domains shared by diverse users, the observed 
distribution Fδ,s should closely align with the baseline distribution Fs across different states. However, deviations 
from the baseline distribution are expected for domains with a more concentrated audience.

Following this intuition, we quantify the deviation of a domain, denoted by δL , using the Kullback-Leibler 
(KL) divergence between Fδ,s and Fs: 
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 where F F Flog ( / )s s s, 2 ,δ δ  measures the discrepancies between the observed sharing patterns and the baseline dis-
tribution of domain δ in state s. δL  is a non-negative value that is minimized at zero when Fδ,s and Fs are identical. 
In other words, national news domains should have δL  close to zero, while local news domains should have 
bigger Lδ values. In the Technical Validation section, we show that δL  is a good proxy for the localness of news 
domains.

A limitation of δL  is that it can only indicate the deviation of a domain’s sharing pattern from the baseline 
distribution. To reveal which states are over-represented or under-represented, one needs to further inspect the 
values of Fδ,s and Fs.

Domain Audience Partisanship Metric. A healthy democratic society requires the public to receive accurate and 
unbiased news and civic information, especially during election seasons47. However, the presence of partisan 
online news and phenomena such as echo chambers and filter bubbles remain concerns35,48. To address these 
issues, researchers have investigated the political biases embedded in online platforms, including search engines 
like Google49 and social media platforms like Facebook35, Twitter50, and YouTube51. Other relevant research has 
focused on how users interact with different information sources and their consumption patterns36,52,53. Such 
analyses generally involve assessing the political leanings of numerous domains, but such datasets have been rare 
and often lack comprehensive coverage (see discussion in the Technical Validation section).

Here, we employ the party (and party registration) universe data from DomainDemo-univariate to create 
data-driven metrics that assess the audience partisanship of domains. We focus on Democrat and Republican 
and exclude Independent users. The number of users from each party allows us to quantify the partisanship 
of the audience for each domain. It is important to note that our audience-based metrics do not evaluate the 
content characteristics of these domains. However, previous research indicates that audience characteristics are 
closely associated with the leanings of these domains54,55.

Formally, the audience partisanship score Pδ of a domain δ is calculated as follows: 
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where Cδ,r and Cδ,d (available in the distribution variant of DomainDemo-univariate) represent the number of 
unique users from the Republican and Democrat parties who share the domain δ, respectively. Cr and Cd (avail-
able in the baseline variant of DomainDemo-univariate) represent the total number of unique users in the 
Republican and Democrat parties who share any domain, respectively. Since a user can share multiple domains, 
we have Cδ,r ≤ Cr ≤ ∑iCi,r and Cδ,d ≤ Cd ≤ ∑iCi,d. δP  is a continuous value between  −1 and  +1, where  −1 
means the domain δ is exclusively shared by Democratic users and +1 means δ is exclusively shared by 
Republican users.

Other Metrics. In addition to the localness and audience partisanship metrics, we release three more 
audience-based metrics: age deviation, race deviation, and gender leaning, to help researchers understand the 
sharing patterns conditioned on these demographic variables. The age and race deviation metrics are calculated 
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State State State

Fig. 1 Distributions of the derived metrics for all domains, along with detailed information for three domains: 
cnn.com, news9.com, and wickedlocal.com. The left column presents the joint distributions of our derived 
metrics and the unique number of users who share each domain across the entire dataset. The color coding 
represents the number of domains within each grid cell. The symbols indicate the locations of the three 
domains. The three columns on the right provide detailed distributions of users in various demographic 
dimensions for the three domains respectively. Sub-figures (b–d) highlight the discrepancies between the 
observed user distribution and the baseline distribution across U.S. states for the three domains. The color 
coding indicates the F F Flog ( / )s s s, 2 ,δ δ  value in each state. The bar plots display both the baseline distribution and 
the distribution of users in each demographic category for the domain of interest. The baseline distribution 
represents the patterns observed across all domains in the dataset.
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using Eq. (2), where the state categories are replaced with the age or race categories. These metrics quantify how 
concentrated the audience is in certain age or race groups. The gender leaning metric is calculated using Eq. (3), 
where the party categories are replaced with the gender categories. Similar to the audience partisanship metric, 
the gender leaning metric is also a continuous value between  −1 and  +1, where  −1 means the domain is exclu-
sively shared by male users and  +1 means the domain is exclusively shared by female users.

The calculation of these metrics is very flexible. While we primarily use the unique number of users in 
both Eqs. (2) and (3), our experiments demonstrate that using the number of shares produces highly correlated 
results. The metrics can also be calculated over different time periods. In this paper, we present results for the 
entire time period in the released version, case studies, and validation. To facilitate reproducibility and custom-
ization, we provide the code for calculating these metrics, allowing readers to modify the formulas according to 
their specific needs.

Our formulas in Eqs. (2) and (3) have a limitation: they rely solely on user distribution without accounting 
for variations in sharing patterns across demographic groups. For example, our analysis reveals that Democratic 
users share more diverse domains than Republican users, averaging 74.9 unique domains compared to 54.5 
across the whole period. To enable researchers to develop more sophisticated metrics that incorporate these 
behavioral differences, we provide the mean number of unique domains shared by users in each demographic 
category and the corresponding standard deviations in the baseline variants of our datasets.

Case Studies. To help the readers interpret the derived metrics, we present the distributions for all domains in 
the dataset and provide case studies for three example domains in Fig. 1.

Firstly, cnn.com, a national news outlet, has a user base closely aligned with the baseline. Consequently, its 
localness ( = .δL 0 013), race deviation ( 0 002= .δL ), age deviation (L 0 049= .δ ), and gender leaning 
( 0 033= − .δP ) scores are near zero. cnn.com is shared more often by Democratic users and less often by 
Republican users than the baseline, resulting in an audience partisanship score of  −0.132.

The second example, news9.com, is a local news outlet in Oklahoma City, Oklahoma. It is shared by fewer 
users than cnn.com and has a localness score of 2.072, indicating a localized audience. Figure 1(c) shows that 
news9.com is over-represented in Oklahoma, confirming its local nature. Additionally, news9.com is shared more 
often by Republican users and less often by Democratic users compared to the baseline, leading to an audience 
partisanship score of 0.297. Its user base has race (L = .δ 0 051) and gender (P = .δ 0 026) profiles similar to the 
baseline but is shared more often by older users ( 0 086L = .δ ).

The third example is wickedlocal.com, a local news source in Boston, Massachusetts. Figure 1(d) indicates 
that it is over-represented in Massachusetts, consistent with its localness score of 2.221. Unlike news9.com, wick-
edlocal.com is shared more often by Democratic users (P = − .δ 0 387) and even more often by older users 
(L = .δ 0 246). Otherwise, the user base of wickedlocal.com has a similar profile in terms of race ( 0 071L = .δ ) 
and gender ( 0 060P = .δ ) to that of news9.com.

Due to space constraints, we can only provide three case studies here. We have released an interactive app to 
allow readers to explore the patterns of other domains in our dataset at domaindemo.info.

Fig. 2 Folder structure of the DomainDemo dataset. We release the multivariate and univariate versions 
of the domain-sharing statistics. We provide both monthly and all-time variants of the data. Each variant 
contains distribution and baseline subdirectories. For clarity and due to space limitations, we use wildcards to 
represent patterns in file names rather than listing each file individually. Specifically, {demo} stands for different 
demographic factors (i.e., age, gender, race, state, party, and partyreg, six universes in total), and {YYYY-MM} 
denotes year-month combinations from May 2011 to April 2022 (132 months in total). We also release the 
derived metrics for domains based on the whole time period. The number of files represented by each pattern is 
indicated with comments on the right.

https://doi.org/10.1038/s41597-025-05604-6
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Data Records
Data access. Our dataset is available on Zenodo (https://doi.org/10.5281/zenodo.15151613)56. Given the 
sensitive nature of the information about Twitter users in our datasets, we have implemented layered access 
controls. Since DomainDemo-multivariate and DomainDemo-univariate can potentially reveal the identities of 
Twitter users in the dataset when combined with other datasets, restrictions are imposed on the access to them. 
Specifically, researchers must complete an application process and sign a data use agreement that prohibits the 
identification of individual Twitter users and re-distribution of the data. Those interested in accessing these data-
sets can follow the instructions on the Zenodo page. The derived metrics of the domains, such as localness and 
audience partisanship scores, are made publicly available.

Data Format. Figure 2 illustrates the folder structure of the DomainDemo dataset. Due to file count limi-
tations on the data hosting platform, each root folder is distributed as a compressed archive. After downloading 
and extracting these archives, users will find the subfolders and files organized according to the structure depicted 
in Fig. 2. All data files are provided in CSV format and compressed using the Gzip algorithm for efficient storage 
and transmission. Users with access can load and analyze them using preferred programming languages, such 
as Python and R. In the corresponding code repository (see details in the Code Availability section), we provide 
example scripts to work with the data. In the following we provide the schema of the tables in DomainDemo.

Domain-sharing Statistics. The table schema for DomainDemo-multivariate is provided in Table 1. Note 
that different variants of the dataset have slightly different columns and party registration is not included. 
Considering the monthly distribution variant, a row with the following values: domain=example.com, 
state=CA, race=Asian, gender=Female, age=30-49, party=Democrat, year_month=2018-12, shares=50, 
users=10, gini=0.1 indicates that the domain example.com was shared 50 times in December 2018 by 10 users 
who live in California, are Asian females aged between 30 and 49, and identify as Democrats. The Gini index 
of 0.1 indicates that the sharing count is almost evenly distributed across these users. The baseline data, on 
the other hand, do not have the domain column. A row with the following values: state=CA, race=Asian, 
gender=Female, age=30-49, party=Democrat, year_month=2018-12, shares=350, users=120, gini=0.5, 
domains_count_mean=2.2, domains_count_std=3.5 indicates that there were 350 sharing events in December 
2018 by 120 users who live in California, are Asian females aged between 30 and 49, and identify as Democrats. 
These users shared an average of 2.2 unique domains with a standard deviation of 3.5.

DomainDemo-univariate details the statistics of sharing events across various categories within individ-
ual demographic variables. It includes separate sets of statistics (universes) for state, race, gender, age, party, 
and party registration. The table schema for these statistics is provided in Table 2. A row in the state universe 
monthly distribution variant with the values: domain=example.com, year_month=2018-04, shares=3,000, 
users=250, gini=0.8, and state=NY indicates that the domain example.com was shared 3,000 times in April 2018 
by 250 users in New York. The Gini index of 0.8 suggests that the sharing count is highly concentrated among 
a few users. A row in the baseline variant with the values: state=NY, year_month=2018-04, shares=451,000, 
users=18,250, gini=0.5, domains_count_mean=10.9, domains_count_std=10.2 indicates that there were 
451,000 sharing events of any domains in April 2018 by 18,250 users in New York. These users shared an average 
of 10.9 unique domains with a standard deviation of 10.2.

Derived Metrics for Domains. In addition to the domain-sharing statistics, we also release the derived metrics 
for domains based on the data from the whole time period. Each of our released file contains two columns: 
domain and the corresponding metric value. Details of these metrics are provided in Table 3. Note that we offer 
two versions of the audience partisanship scores: one based on inferred user partisanship and one based on 

Column Type Category Note

domain string key second-level domains of websites, e.g., nytimes.com

time string time year and month in the format “YYYY-MM” for monthly data; equal to “alltime” for 
all-time data

shares integer statistic sharing event count in the bucket

users integer statistic unique number of users in the bucket

gini float statistic Gini index of the sharing count across users in the bucket

domains_count_mean float statistic average number of unique domains shared by users in the bucket

domains_count_std float statistic standard deviation of the number of unique domains shared by users in the bucket

state string demographic two-letter abbreviations, e.g., MA; including 50 U.S. states and the District of Columbia

race string demographic can be one of “African-American,” “Caucasian,” “Hispanic,” “Asian,”"Other,” and 
“Unknown”

gender string demographic can be one of “Male,” “Female,” and “Unknown”

age string demographic age bucket; can be one of “<18,” “18-29,” “30-49,” “50-64,” “65+,” and “Unknown”

party string demographic can be one of “Democrat,” “Independent,” and “Republican”

Table 1. Schema of the DomainDemo-multivariate tables. The “domain” column is only included in the 
distribution variants, whereas the “domains_count_mean” and “domains_count_std” columns are only included 
in the baseline variants.
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party registration. The audience partisanship scores based on party registration cover fewer domains than other 
metrics due to the missing values of the party registration information.

technical Validation
In this section, we discuss the robustness of the demographic variables in our dataset. We then compare the 
localness and audience partisanship scores of news domains against existing classifications.

Demographic Variables. The demographic variables of Twitter panel users are the foundation of 
DomainDemo. While other information is self-reported, the partisanship score and race are inferred by 
TargetSmart. Although the inference algorithms remain proprietary, multiple lines of evidence support their 
reliability. For the partisanship score, we find that it highly correlates with the party registration information for 
individuals registered as Democrats or Republicans in the 30 states plus the District of Columbia where party reg-
istration information is available, with a 94% agreement rate. An independent evaluation from the Pew Research 
Center also suggests this inferred partisanship is reasonably accurate57. Moreover, our previous research validates 
these scores through their strong alignment with county-level election results20. Similarly, TargetSmart’s race 
estimates show consistency with different reference points, including self-reported race data from a Pew Research 
Center survey and results from a statistical inference method20.

The representativeness of the Twitter panel is another important aspect of our dataset. Our previous research 
has compared the panel with a representative sample of registered voters on Twitter created by the Pew Research 
Center39. The study shows substantial agreement between the two samples in general, despite some noteworthy 
differences. In particular, the panel exhibits an overrepresentation of Caucasian users while underrepresenting 
other racial groups, particularly Hispanic and Asian populations. Additionally, the panel contains a slightly 
higher share of female users and younger individuals compared to the survey samples.

Here, we further compare the demographic composition of the Twitter panel with all registered voters in the 
TargetSmart voter file, as illustrated in Fig. 3. Notably, Twitter panel users tend to be younger than registered 
voters. For other aspects, the panel generally reflects the composition of registered voters with some minor dif-
ferences. In particular, the panel contains a higher proportion of Caucasian users while underrepresenting other 
racial groups. Additionally, male users and Republican users are slightly underrepresented in the Twitter panel.

These comparative analyses offer valuable insights into the representativeness of our Twitter panel. The panel 
demonstrates reasonable alignment with the broader population of registered voters and voters on Twitter. 
However, researchers should exercise caution when interpreting results, particularly regarding potential biases 
in age distribution, gender representation, and especially racial composition.

Domain Localness Metric. In Fig. 1, we present the discrepancies between the observed user distribution 
and the baseline distribution, i.e., δ δF F Flog ( / )s s s, 2 , , across different states for three domains. The results indicate 
that our localness metric can effectively capture and quantify the audience patterns of these domains. To system-
atically validate our localness score, we focus on news media and compile five existing classifications of local and 
national news outlets. Table 4 provides a summary of the statistics and information for these datasets. While these 
lists primarily classify news outlets based on coverage and production perspectives, our approach emphasizes the 
audience perspective.

Column Type Category Note

domain string key second-level domains of the websites, e.g., nytimes.com

time string time year and month in the format “YYYY-MM” for monthly data; equal to “alltime” for 
all-time data

shares integer statistic sharing event count in the bucket

users integer statistic unique number of users in the bucket

gini float statistic Gini index of the sharing count across users in the bucket

domains_count_mean float statistic average number of unique domains shared by users in the bucket

domains_count_std float statistic standard deviation of the number of unique domains shared by users in the bucket

state string demographic two-letter abbreviations, e.g., MA; including 50 U.S. states and the District of Columbia; 
only included in the “state” universe

race string demographic can be one of “African-American,” “Caucasian,” “Hispanic,” “Asian,”"Other,” and 
“Unknown”; only included in the “race” universe

gender string demographic can be one of “Male,” “Female,” and “Unknown”; only included in the “gender” universe

age string demographic age bucket; can be one of “<18,” “18-29,” “30-49,” “50-64,” “65+,” and “Unknown”; only 
included in the “age” universe

party string demographic inferred party; can be one of “Democrat,” “Independent,” and “Republican”; only 
included in the “party” universe

partyreg string demographic party registration; can be one of “Democrat,” “Independent,” “Republican,” “Other,” and 
“Unknown”; only included in the “party registration” universe

Table 2. Schema of the DomainDemo-univariate tables. There are six universes: state, race, gender, age, party, 
and party registration. Each universe has a unique column for the corresponding demographic variable but 
shares other common columns. The “domain” column is only included in the distribution variants, whereas the 
“domains_count_mean” and “domains_count_std” columns are only included in the baseline variants.
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We merge all these datasets into a single dataset called meta-ln, which contains 12,905 unique domains. 
Domains are labeled as local or national when there is a consensus among the original sources. Only 40 domains 
(0.31%) have inconsistent classifications across different datasets. These inconsistencies mainly arise from the 
varying definitions adopted by different authors for some borderline outlets. For instance, abc7.com is labeled 
as national by Cronin et al. but as local by other datasets. We exclude these domains from our analysis and only 
keep the 4,853 news domains that are present in our dataset for further comparison.

We utilize the Area Under the Receiver Operating Characteristic Curve (AUC) score to assess the alignment 
between Lδ and the existing labels. The AUC score essentially measures the probability that our metric assigns 
higher δL  values to local domains compared to national domains (as identified by meta-ln). An AUC score of 
0.5 indicates random classification, while a score of 1.0 signifies perfect ranking by δL . In our analysis, Lδ 
achieves an AUC score of 0.983, indicating minimal discrepancies between meta-ln and δL . Although our 
metric captures different signals than meta-ln, the high agreement level validates the accuracy of our localness 
metric and the robustness of DomainDemo.

In addition to meta-ln, we compare our localness metric with that of Le Quéré et al.58. Le Quéré et al. also 
adopt a data-driven approach to quantify the localness of news domains from the audience perspective. 
Specifically, they quantify the “population reach” of news domains by measuring the distance between the loca-
tions of the outlets and the users following the outlets on Twitter while accounting for the population density. 
Since the population reach metric is continuous, we directly calculate its correlation with δL . The intersection 
between the list shared by Le Quéré et al. and ours has 1,342 domains and yields a Spearman correlation coeffi-
cient of 0.441 (p < 0.001), suggesting a moderate agreement between the two metrics.

Although Lδ as a continuous value can capture nuanced differences between domains, dichotomizing the 
value can be beneficial in certain contexts. For news domains, we can use meta-ln to establish a reasonable 
threshold. By adjusting the threshold value for δL , we can compute the corresponding F1 score, which quantifies 
the agreement between δL  and the labels in meta-ln, and identify the optimal threshold that minimizes false 
positives and false negatives. Our calculations indicate that a threshold of 0.243 yields the highest F1 score of 
0.978. When dealing with domains outside of meta-ln, researchers can first annotate a set of domains as local 
or national using meta-ln, and then use these labels to determine the optimal threshold of Lδ for their specific 
study.

Domain audience Partisanship Metric. In a manner similar to the localness metric, we validate the audi-
ence partisanship metric by comparing it with the existing classification of domain political leaning, as detailed in 
Table 5. The table presents the number of domains common to both the reference dataset and our dataset, along 
with the Spearman correlation coefficients, all of which are positive and statistically significant at the 0.001 level. 
Our ratings show a high correlation with those of Bakshy et al.35, Eady et al.59, and Buntain et al.55, which are all 
audience-based scores derived from social media data. The correlation between our metric and other existing 
political leaning scores that focus on the sources themselves, such as Allsides and MBFC scores, is lower, suggest-
ing that our metric captures different signals. Nonetheless, these findings demonstrate that our metric effectively 
captures the audience partisanship of various domains.

As detailed in Table 3, we also offer a version of the audience partisanship metric derived from party reg-
istration information. This metric shows a strong correlation with the audience partisanship scores based on 
inferred partisanship, exhibiting a Spearman correlation coefficient of 0.917 (p < 0.001) across 129,041 overlap-
ping domains. In Table 5, we further compare this metric with existing political leaning scores. As expected, it 
produces similar results to the audience partisanship scores based on inferred partisanship.

It is important to recognize that obtaining political leaning ratings for extensive sets of domains is challeng-
ing. Most existing datasets listed in Table 5 cover only a few hundred domains, with a couple of them covering 
over 2,000 domains, primarily focusing on news outlets. In contrast, our dataset includes scores for over 129,000 
domains, encompassing a diverse array of websites beyond news sources.

Metric name Size Range Data universe Calculation Note

Localness 129,127 [0, + ∞) state Eq. (2) Larger values indicate more local domains.

Race deviation 129,127 [0, + ∞) race Eq. (2) Larger values indicate that the domain shares are 
more concentrated on some race categories.

Age deviation 129,127 [0, + ∞) age Eq. (2) Larger values indicate that the domain shares are 
more concentrated on some age categories.

Audience partisanship 129,127 [ − 1, + 1] party Eq. (3)
Only including Democrat and Republican categories. 
Negative values indicate more shares from 
Democratic users and vice versa.

Audience partisanship 
(registration) 129,041 [ − 1, + 1] party registration Eq. (3)

Only including Democrat and Republican categories. 
Negative values indicate more shares from 
Democratic users and vice versa.

Gender leaning 129,127 [ − 1, + 1] gender Eq. (3)
Only including Male and Female categories. Negative 
values indicate more shares from Male users and 
vice versa.

Table 3. Derived metrics for domains. The table presents six metrics derived from six different data universes. 
From left to right, we report the metric name, size, range, data universe, calculation method, and a brief 
description.
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Fig. 3 Comparison of the demographic composition of the Twitter panel with that of all registered voters. The 
age is calculated using 2017 as the reference year.

Dataset Local National All Description

Cronin et al.62 1,390 276 1,666 Cronin et al. present a manually coded list of news outlets categorized as local, national, or 
international. We exclude international news sources from our study.

Fischer et al.63 6,455 511 6,966

Fischer et al. offer a classification of news domains into categories such as local, regional, 
national, international, and technical. Their labels are derived from multiple sources, 
including Yin et al. and manual annotation. For our analysis, we retain only the local and 
national domains. The authors do not provide specific criteria to distinguish regional from 
local categories and often combine them in their analysis. Therefore, we treat all regional 
domains as local in our study.

Horne et al.64 284 0 284 Horne et al. compile a list of local news domains sourced from 50states.com/news.

Yin et al.65 6,493 0 6,493 Yin et al. compile a list of local news outlets. The list is assembled from multiple sources, 
such as usnpl.com and stationindex.com.

abyz 10,124 290 10,414 abyznewslinks.com provides a list of newspapers and news media in the U.S., classifying 
them as either local or national. We obtained the data from its website.

Table 4. Summary of existing classifications of local and national news outlets. From left to right, we report the 
dataset, the number of local domains, the number of national domains, the total number of domains, and the 
description of the dataset.

Dataset Description N Party
Party 
reg

Bakshy et al.35 Audience-based scores crafted from Facebook data. 398 0.940 0.929

Eady et al.59
Media ideology scores based on Twitter data. The authors jointly estimate 
the ideology of politicians, users and news sources through the news sharing 
behaviors on Twitter.

179 0.929 0.929

Buntain et al.55 Audience-based scores derived from the Facebook URL dataset. 2,480 0.916 0.898

MBFC (mediabiasfactcheck.com)
MBFC (Media Bias Fact Check) provide rater-based political leaning 
categories for various news domains. We map their labels “far-left,” “left,” 
“center-left,” “center,” “center-right,” “right,” and “far-right” to numerical 
values  − 1,  − 0.66,  − 0.33, 0, 0.33, 0.66, 1 for analysis.

2,986 0.765 0.774

Allsides (allsides.com/media-bias/media-bias-ratings)
Allsides produces domain bias scores based on their own algorithm. We map 
their labels “left,” “left-lean,” “center,” “right-lean,” and “right” to numerical 
values  − 1,  − 0.5, 0, 0.5, 1 for analysis.

189 0.736 0.743

Allsides community Similar to the Allsides algorithmic scores, but based on crowdsourced ratings. 189 0.613 0.611

Mturk49 Crowdsourced ratings from Mturk. 358 0.486 0.491

Table 5. Summary of the existing domain political leaning scores and their correlations with our audience 
partisanship scores. From left to right, we report the reference dataset, description of the dataset, number of 
overlapping domains, and Spearman correlation coefficients with our audience partisanship scores based on 
inferred partisanship (party) and party registration (party reg) information. All the correlation coefficients are 
statistically significant at the 0.001 level.
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By definition, our audience partisanship metric only encodes relative differences, meaning that the zero point 
does not necessarily indicate politically neutral. Users seeking a binary classification could consider identifying 
the least biased domains in their contexts and use them to calibrate our metric50.

Usage Notes
Our dataset offers a comprehensive view of domain sharing patterns on Twitter, capturing variations across 
demographic groups throughout an extended period. The demographic characteristics of the audiences also 
reveal distinctive patterns that illuminate the nature of the shared domains.

A key application of our dataset lies in examining the U.S. news media landscape. For researchers interested 
in this area, we refer them to a curated list of news domains60. Researchers can integrate this list with our dataset 
to identify and analyze news domains within our collection.

Beyond news media, our dataset encompasses a diverse range of web domains. This includes news-like 
websites without established editorial standards, such as misinformation sites and “pink slime” websites61. The 
dataset also extends to various non-news domains, spanning government websites, organizational platforms, 
entertainment sites, and e-commerce portals.

Code availability
The code associated with this dataset is available at https://github.com/LazerLab/DomainDemo. We share 
example scripts to load and analyze the data in DomainDemo. We also provide code to reproduce the derived 
metrics for domains and the validation results.

Received: 17 January 2025; Accepted: 10 July 2025;
Published: xx xx xxxx

References
 1. Kietzmann, J. H., Hermkens, K., McCarthy, I. P. & Silvestre, B. S. Social media? Get serious! Understanding the functional building 

blocks of social media. Bus. horizons 54, 241–251, https://doi.org/10.1016/j.bushor.2011.01.005 (2011).
 2. Osatuyi, B. Information sharing on social media sites. Comput. Hum. Behav. 29, 2622–2631, https://doi.org/10.1016/j.

chb.2013.07.001 (2013).
 3. Gaál, Z., Szabó, L., Obermayer-Kovács, N. & Csepregi, A. Exploring the role of social media in knowledge sharing. Electron. J. Knowl. 

Manag. 13, pp185–197 (2015).
 4. Himelboim, I., Hansen, D. & Bowser, A. Playing in the same Twitter network: Political information seeking in the 2010 US 

gubernatorial elections. Information, Commun. & Soc. 16, 1373–1396, https://doi.org/10.1080/1369118X.2012.706316 (2013).
 5. Holt, K., Shehata, A., Strömbäck, J. & Ljungberg, E. Age and the effects of news media attention and social media use on political 

interest and participation: Do social media function as leveller? Eur. J.  Commun.  28 ,  19–34, https://doi.
org/10.1177/0267323112465369 (2013).

 6. Gui, X. et al. Understanding the patterns of health information dissemination on social media during the Zika outbreak. In AMIA 
Annual Symp. Proc., vol. 2017, 820 (American Medical Informatics Association, 2017).

 7. Kudchadkar, S. R. & Carroll, C. L. Using social media for rapid information dissemination in a pandemic: PedsICU and coronavirus 
disease 2019. Pediatr. Crit. Care Med. 21, e538–e546, https://doi.org/10.1097/PCC.0000000000002474 (2020).

 8. Mitchell, A., Jurkowitz, M., Oliphant, J. B. & Shearer, E. Americans who mainly get their news on social media are less engaged, less 
knowledgeable. Pew Research Center https://www.pewresearch.org/journalism/2020/07/30/americans-who-mainly-get-their-
news-on-social-media-are-less-engaged-less-knowledgeable (Accessed September 2024) (2020).

 9. Mitchell, A. & Liedke, J. About four-in-ten americans say social media is an important way of following COVID-19 vaccine news. 
Pew Research Center https://www.pewresearch.org/short-reads/2021/08/24/about-four-in-ten-americans-say-social-media-is-an-
important-way-of-following-covid-19-vaccine-news (Accessed September 2024) (2021).

 10. Kwak, H., Lee, C., Park, H. & Moon, S. What is Twitter, a social network or a news media? In Proc. Int. Conf. on World Wide Web, 
WWW ’10, 591-600, https://doi.org/10.1145/1772690.1772751 (Association for Computing Machinery, New York, NY, USA, 2010).

 11. Ju, A., Jeong, S. H. & Chyi, H. I. Will social media save newspapers? Examining the effectiveness of Facebook and Twitter as news 
platforms. Journalism Pract. 8, 1–17, https://doi.org/10.1080/17512786.2013.794022 (2014).

 12. Liedke, J. & Wang, L. Social media and news fact sheet. Pew Research Center https://www.pewresearch.org/journalism/fact-sheet/
social-media-and-news-fact-sheet (Accessed September 2024) (2023).

 13. Rosenstiel, T., Loker, K., Ivancin, M., Kjarval, N. & Sonderman, J. Twitter and the news: How people use the social network to learn 
about the world. American Press Institute https://americanpressinstitute.org/how-people-use-twitter-news/ (Accessed September 
2024) (2015).

 14. Cordrey, T. Tanya cordrey’s speech at the guardian changing media summit. The Guardian https://www.theguardian.com/gnm-
press-office/changing-media-summit-tanya-cordrey (Accessed September 2024) (2012).

 15. Phillips, A. Sociability, speed and quality in the changing news environment. Journalism Pract. 6, 669–679, https://doi.org/10.1080/
17512786.2012.689476 (2012).

 16. Newman, N. et al. Overview and key findings of the 2016 report. Reuters Institute for the Study of Journalism https://www.
digitalnewsreport.org/survey/2016/overview-key-findings-2016/ (Accessed September 2024) (2016).

 17. Myllylahti, M. An attention economy trap? An empirical investigation into four news companies’ Facebook traffic and social media 
revenue. J. Media Bus. Stud. 15, 237–253, https://doi.org/10.1080/16522354.2018.1527521 (2018).

 18. Chen, Z., Chen, H., Tucker, J. A., Freire, J. & Nagler, J. What we learned about the gateway pundit from its own web traffic data. In 
Proc. Int. Conf. on Web and Social Media Workshop on Cyber Social Threats (CySoc), https://doi.org/10.36190/2022.68 (2022).

 19. Golder, S. A. & Macy, M. W. Digital footprints: Opportunities and challenges for online social research. Annual Rev. Sociol. 40, 
129–152, https://doi.org/10.1146/annurev-soc-071913-043145 (2014).

 20. Shugars, S. et al. Pandemics, protests, and publics: Demographic activity and engagement on Twitter in 2020. J. Quant. Descr. Digit. 
Media 1, https://doi.org/10.51685/jqd.2021.002 (2021).

 21. Allen, M., Wicks, R. H. & Schulte, S. Online environmental engagement among youth: Influence of parents, attitudes and 
demographics. Mass Commun. Soc. 16, 661–686, https://doi.org/10.1080/15205436.2013.770032 (2013).

 22. Ting, S.-H. & Ahmad, S. S. W. Predicting efficacy and dominance in political conversations: Impact of demographic characteristics. 
J. Adv. Res. Soc. Behav. Sci. 9, 8–20 (2017).

 23. Falenska, A., Vecchi, E. M. & Lapesa, G. Self-reported demographics and discourse dynamics in a persuasive online forum. In Proc. 
Int. Conf. Computational Linguistics, Language Resources and Evaluation, 14606–14621 (2024).

https://doi.org/10.1038/s41597-025-05604-6
https://github.com/LazerLab/DomainDemo
https://doi.org/10.1016/j.bushor.2011.01.005
https://doi.org/10.1016/j.chb.2013.07.001
https://doi.org/10.1016/j.chb.2013.07.001
https://doi.org/10.1080/1369118X.2012.706316
https://doi.org/10.1177/0267323112465369
https://doi.org/10.1177/0267323112465369
https://doi.org/10.1097/PCC.0000000000002474
https://www.pewresearch.org/journalism/2020/07/30/americans-who-mainly-get-their-news-on-social-media-are-less-engaged-less-knowledgeable
https://www.pewresearch.org/journalism/2020/07/30/americans-who-mainly-get-their-news-on-social-media-are-less-engaged-less-knowledgeable
https://www.pewresearch.org/short-reads/2021/08/24/about-four-in-ten-americans-say-social-media-is-an-important-way-of-following-covid-19-vaccine-news
https://www.pewresearch.org/short-reads/2021/08/24/about-four-in-ten-americans-say-social-media-is-an-important-way-of-following-covid-19-vaccine-news
https://doi.org/10.1145/1772690.1772751
https://doi.org/10.1080/17512786.2013.794022
https://www.pewresearch.org/journalism/fact-sheet/social-media-and-news-fact-sheet
https://www.pewresearch.org/journalism/fact-sheet/social-media-and-news-fact-sheet
https://americanpressinstitute.org/how-people-use-twitter-news/
https://www.theguardian.com/gnm-press-office/changing-media-summit-tanya-cordrey
https://www.theguardian.com/gnm-press-office/changing-media-summit-tanya-cordrey
https://doi.org/10.1080/17512786.2012.689476
https://doi.org/10.1080/17512786.2012.689476
https://www.digitalnewsreport.org/survey/2016/overview-key-findings-2016/
https://www.digitalnewsreport.org/survey/2016/overview-key-findings-2016/
https://doi.org/10.1080/16522354.2018.1527521
https://doi.org/10.36190/2022.68
https://doi.org/10.1146/annurev-soc-071913-043145
https://doi.org/10.51685/jqd.2021.002
https://doi.org/10.1080/15205436.2013.770032


1 2Scientific Data |         (2025) 12:1251  | https://doi.org/10.1038/s41597-025-05604-6

www.nature.com/scientificdatawww.nature.com/scientificdata/

 24. Barberá, P. & Rivero, G. Understanding the political representativeness of Twitter users. Soc. Sci. Comput. Rev. 33, 712–729, https://
doi.org/10.1177/0894439314558836 (2015).

 25. Veale, M. & Binns, R. Fairer machine learning in the real world: Mitigating discrimination without collecting sensitive data. Big Data 
& Soc. 4, 2053951717743530, https://doi.org/10.1177/2053951717743530 (2017).

 26. Holstein, K., Wortman Vaughan, J., Daumé, H., Dudik, M. & Wallach, H. Improving fairness in machine learning systems: What do 
industry practitioners need? In Proc. Int. Conf. on Human Factors in Computing Systems, CHI ’19, 1–16, https://doi.
org/10.1145/3290605.3300830 (Association for Computing Machinery, New York, NY, USA, 2019).

 27. Andrus, M., Spitzer, E., Brown, J. & Xiang, A. What we can’t measure, we can’t understand: Challenges to demographic data 
procurement in the pursuit of fairness. In Proc. Int. Conf. on Fairness, Accountability, and Transparency, FAccT ’21, 249–260, https://
doi.org/10.1145/3442188.3445888 (Association for Computing Machinery, New York, NY, USA, 2021).

 28. Gini, C. On the measure of concentration with special reference to income and statistics, colorado college publication. General series 
208 (1936).

 29. King, G. & Persily, N. A new model for industry–academic partnerships. PS: Polit. Sci. & Polit. 53, 703–709, https://doi.org/10.1017/
S1049096519001021 (2020).

 30. Messing, S. et al. Facebook privacy-protected full URLs data set, https://doi.org/10.7910/DVN/TDOAPG (2020).
 31. Martin, G. J. & McCrain, J. Local news and national politics. Am. Polit. Sci. Rev. 113, 372–384, https://doi.org/10.1017/

S0003055418000965 (2019).
 32. Moskowitz, D. J. Local news, information, and the nationalization of US elections. Am. Polit. Sci. Rev. 115, 114–129, https://doi.

org/10.1017/S0003055420000829 (2021).
 33. Hayes, D. & Lawless, J. L. The decline of local news and its effects: New evidence from longitudinal data. J. Polit. 80, 332–336, https://

doi.org/10.1086/694105 (2018).
 34. Abernathy, P. M. The expanding news desert. Center for Innovation and Sustainability in Local Media, School of Media and 

Journalism, University of North Carolina at Chapel Hill https://www.cislm.org/wp-content/uploads/2018/10/The-Expanding-
News-Desert-10_14-Web.pdf (Accessed September 2024) (2018) .

 35. Bakshy, E., Messing, S. & Adamic, L. A. Exposure to ideologically diverse news and opinion on Facebook. Science 348, 1130–1132, 
https://doi.org/10.1126/science.aaa1160 (2015).

 36. Robertson, R. E. et al. Users choose to engage with more partisan news than they are exposed to on Google Search. Nature 618, 
342–348, https://doi.org/10.1038/s41586-023-06078-5 (2023).

 37. Murtfeldt, R., Alterman, N., Kahveci, I. & West, J. D. RIP Twitter API: A eulogy to its vast research contributions, https://doi.
org/10.48550/arXiv.2404.07340 (2024).

 38. Grinberg, N., Joseph, K., Friedland, L., Swire-Thompson, B. & Lazer, D. Fake news on Twitter during the 2016 US presidential 
election. Science 363, 374–378, https://doi.org/10.1126/science.aau2706 (2019).

 39. Hughes, A. G. et al. Using administrative records and survey data to construct samples of tweeters and tweets. Public Opin. Q. 85, 
323–346, https://doi.org/10.1093/poq/nfab020 (2021).

 40. Hemphill, L., Schöpke-Gonzalez, A. & Panda, A. Comparative sensitivity of social media data and their acceptable use in research. 
Sci. Data 9, 643, https://doi.org/10.1038/s41597-022-01773-w (2022).

 41. Shugars, S., Quintana-Mathé, A., Lange, R. & Lazer, D. Categorizing the non-categorical: the challenges of studying gendered 
phenomena online. J. Comput. Med. Commun. 29, zmad053, https://doi.org/10.1093/jcmc/zmad053 (2024).

 42. Ansolabehere, S. & Hersh, E. Validation: What big data reveal about survey misreporting and the real electorate. Polit. Analysis 20, 
437–459, https://doi.org/10.1093/pan/mps023 (2017).

 43. Rubado, M. E. & Jennings, J. T. Political consequences of the endangered local watchdog: Newspaper decline and mayoral elections 
in the United States. Urban Aff. Rev. 56, 1327–1356, https://doi.org/10.1177/1078087419838058 (2020).

 44. Shaker, L. Dead newspapers and citizens’ civic engagement. Polit. Commun. 31, 131–148, https://doi.org/10.1080/10584609.2012.7
62817 (2014).

 45. Hagar, N., Bandy, J., Trielli, D., Wang, Y. & Diakopoulos, N. Defining local news: a computational approach. In Computational+ 
Journalism Symposium (2020).

 46. Lowrey, W., Brozana, A. & Mackay, J. B. Toward a measure of community journalism. Mass Commun. Soc. 11, 275–299, https://doi.
org/10.1080/15205430701668105 (2008).

 47. Sunstein, C. R.Infotopia: How many minds produce knowledge (Oxford University Press, 2006).
 48. Cinelli, M., De Francisci Morales, G., Galeazzi, A., Quattrociocchi, W. & Starnini, M. The echo chamber effect on social media. Proc. 

Natl. Acad. Sci. 118, e2023301118, https://doi.org/10.1073/pnas.2023301118 (2021).
 49. Robertson, R. E. et al. Auditing partisan audience bias within Google Search. Proc. Int. Conf. on Human-Computer Interaction 2, 

https://doi.org/10.1145/3274417 (2018).
 50. Chen, W., Pacheco, D., Yang, K.-C. & Menczer, F. Neutral bots probe political bias on social media. Nat. Commun. 12, 5580, https://

doi.org/10.1038/s41467-021-25738-6 (2021).
 51. Hosseinmardi, H. et al. Examining the consumption of radical content on YouTube. Proc. Natl. Acad. Sci. 118, e2101967118, https://

doi.org/10.1073/pnas.2101967118 (2021).
 52. Garimella, K., Smith, T., Weiss, R. & West, R. Political polarization in online news consumption. In Proc. Int. Conf. on Web and Social 

Media, vol. 15, 152–162, https://doi.org/10.1609/icwsm.v15i1.18049 (2021).
 53. González-Bailón, S. et al. Asymmetric ideological segregation in exposure to political news on Facebook. Science 381, 392–398, 

https://doi.org/10.1126/science.ade7138 (2023).
 54. Gentzkow, M. & Shapiro, J. M. What drives media slant? Evidence from US daily newspapers. Econometrica 78, 35–71, https://doi.

org/10.3982/ECTA7195 (2010).
 55. Buntain, C., Bonneau, R., Nagler, J. & Tucker, J. A. Measuring the ideology of audiences for web links and domains using 

differentially private engagement data. Proc. Int. Conf. on Web and Social Media 17, 72–83, https://doi.org/10.1609/icwsm.
v17i1.22127 (2023).

 56. Yang, K.-C. et al. Domaindemo: a dataset of domain-sharing activities among different demographic groups on Twitter. Zenodo, 
https://doi.org/10.5281/zenodo.15151613 (2025).

 57. Igielnik, R., Keeter, S., Kennedy, C. & Spahn, B. Commercial voter files and the study of u.s. politics. Pew Research Center https://
www.pewresearch.org/methods/2018/02/15/commercial-voter-files-and-the-study-of-u-s-politics (Accessed September 2024) 
(2018).

 58. Le Quéré, M. A., Chiang, T.-W. & Naaman, M. Understanding local news social coverage and engagement at scale during the 
COVID-19 pandemic. In Proc. Int. Conf. on Web and Social Media, vol. 16, 560–572, https://doi.org/10.1609/icwsm.v16i1.19315 
(2022).

 59. Eady, G., Bonneau, R., Tucker, J. A. & Nagler, J. News sharing on social media: Mapping the ideology of news media, politicians, and 
the mass public. Polit. Analysis 33, 73–90, https://doi.org/10.1017/pan.2024.19 (2025).

 60. Yang, K.-C. A list of news domains. Zenodo, https://doi.org/10.5281/zenodo.15073918 (2025).
 61. Moore, R., Dahlke, R., Bengani, P. & Hancock, J. The consumption of pink slime journalism: Who, what, when, where, and why? 

OSF Preprints, https://doi.org/10.31219/osf.io/3bwz6 (2023).

https://doi.org/10.1038/s41597-025-05604-6
https://doi.org/10.1177/0894439314558836
https://doi.org/10.1177/0894439314558836
https://doi.org/10.1177/2053951717743530
https://doi.org/10.1145/3290605.3300830
https://doi.org/10.1145/3290605.3300830
https://doi.org/10.1145/3442188.3445888
https://doi.org/10.1145/3442188.3445888
https://doi.org/10.1017/S1049096519001021
https://doi.org/10.1017/S1049096519001021
https://doi.org/10.7910/DVN/TDOAPG
https://doi.org/10.1017/S0003055418000965
https://doi.org/10.1017/S0003055418000965
https://doi.org/10.1017/S0003055420000829
https://doi.org/10.1017/S0003055420000829
https://doi.org/10.1086/694105
https://doi.org/10.1086/694105
https://www.cislm.org/wp-content/uploads/2018/10/The-Expanding-News-Desert-10_14-Web.pdf
https://www.cislm.org/wp-content/uploads/2018/10/The-Expanding-News-Desert-10_14-Web.pdf
https://doi.org/10.1126/science.aaa1160
https://doi.org/10.1038/s41586-023-06078-5
https://doi.org/10.48550/arXiv.2404.07340
https://doi.org/10.48550/arXiv.2404.07340
https://doi.org/10.1126/science.aau2706
https://doi.org/10.1093/poq/nfab020
https://doi.org/10.1038/s41597-022-01773-w
https://doi.org/10.1093/jcmc/zmad053
https://doi.org/10.1093/pan/mps023
https://doi.org/10.1177/1078087419838058
https://doi.org/10.1080/10584609.2012.762817
https://doi.org/10.1080/10584609.2012.762817
https://doi.org/10.1080/15205430701668105
https://doi.org/10.1080/15205430701668105
https://doi.org/10.1073/pnas.2023301118
https://doi.org/10.1145/3274417
https://doi.org/10.1038/s41467-021-25738-6
https://doi.org/10.1038/s41467-021-25738-6
https://doi.org/10.1073/pnas.2101967118
https://doi.org/10.1073/pnas.2101967118
https://doi.org/10.1609/icwsm.v15i1.18049
https://doi.org/10.1126/science.ade7138
https://doi.org/10.3982/ECTA7195
https://doi.org/10.3982/ECTA7195
https://doi.org/10.1609/icwsm.v17i1.22127
https://doi.org/10.1609/icwsm.v17i1.22127
https://doi.org/10.5281/zenodo.15151613
https://www.pewresearch.org/methods/2018/02/15/commercial-voter-files-and-the-study-of-u-s-politics
https://www.pewresearch.org/methods/2018/02/15/commercial-voter-files-and-the-study-of-u-s-politics
https://doi.org/10.1609/icwsm.v16i1.19315
https://doi.org/10.1017/pan.2024.19
https://doi.org/10.5281/zenodo.15073918
https://doi.org/10.31219/osf.io/3bwz6


13Scientific Data |         (2025) 12:1251  | https://doi.org/10.1038/s41597-025-05604-6

www.nature.com/scientificdatawww.nature.com/scientificdata/

 62. Cronin, J., Clemm von Hohenberg, B., Gonçalves, J. F. F., Menchen-Trevino, E. & Wojcieszak, M. The (null) over-time effects of 
exposure to local news websites: Evidence from trace data. J. Inf. Technol. & Polit. 1–15, https://doi.org/10.1080/19331681.2022.212
3878 (2023).

 63. Fischer, S., Jaidka, K. & Lelkes, Y. Auditing local news presence on Google News. Nat. Hum. Behav. 4, 1236–1244, https://doi.
org/10.1038/s41562-020-00954-0 (2020).

 64. Horne, B. D. et al. Nela-local: A dataset of US local news articles for the study of county-level news ecosystems. In Proc. Int. Conf. on 
Web and Social Media, vol. 16, 1275–1284, https://doi.org/10.1609/icwsm.v16i1.19379 (2022).

 65. Yin, L. Local news dataset. Zenodo, https://doi.org/10.5281/zenodo.1345145 (2018).

acknowledgements
The authors thank Lisa Friedland for assisting with the data collection and Ronald Robertson for providing the 
validation data. The authors also acknowledge support from the Knight Foundation and Volkswagen Foundation.

author contributions
K.C.Y., P.G., A.Q.M., and D.L. conceived the project. K.C.Y. conducted the experiments and analyzed the data. 
K.C.Y., P.G., and A.Q.M. drafted the manuscript with input from D.L. L.H., S.M., N.G., and K.J. contributed to the 
data collection. D.L. supervised the project.

Competing interests
The authors declare no competing interests.

additional information
Correspondence and requests for materials should be addressed to K.-C.Y.
Reprints and permissions information is available at www.nature.com/reprints.
Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution-NonCommercial- 
NoDerivatives 4.0 International License, which permits any non-commercial use, sharing, distribu-

tion and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) 
and the source, provide a link to the Creative Commons licence, and indicate if you modified the licensed mate-
rial. You do not have permission under this licence to share adapted material derived from this article or parts of 
it. The images or other third party material in this article are included in the article’s Creative Commons licence, 
unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative  
Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted  
use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit 
http://creativecommons.org/licenses/by-nc-nd/4.0/.
 
© The Author(s) 2025

https://doi.org/10.1038/s41597-025-05604-6
https://doi.org/10.1080/19331681.2022.2123878
https://doi.org/10.1080/19331681.2022.2123878
https://doi.org/10.1038/s41562-020-00954-0
https://doi.org/10.1038/s41562-020-00954-0
https://doi.org/10.1609/icwsm.v16i1.19379
https://doi.org/10.5281/zenodo.1345145
http://www.nature.com/reprints
http://creativecommons.org/licenses/by-nc-nd/4.0/

	DomainDemo: a dataset of domain-sharing activities among different demographic groups on Twitter

	Background & Summary

	Methods

	Twitter Panel. 
	Domain-sharing Statistics. 
	Derived Metrics for Domains. 
	Domain Localness Metric. 
	Domain Audience Partisanship Metric. 
	Other Metrics. 
	Case Studies. 


	Data Records

	Data Access. 
	Data Format. 
	Domain-sharing Statistics. 
	Derived Metrics for Domains. 


	Technical Validation

	Demographic Variables. 
	Domain Localness Metric. 
	Domain Audience Partisanship Metric. 

	Usage Notes

	Acknowledgements

	Fig. 1 Distributions of the derived metrics for all domains, along with detailed information for three domains: cnn.
	Fig. 2 Folder structure of the DomainDemo dataset.
	Fig. 3 Comparison of the demographic composition of the Twitter panel with that of all registered voters.
	Table 1 Schema of the DomainDemo-multivariate tables.
	Table 2 Schema of the DomainDemo-univariate tables.
	Table 3 Derived metrics for domains.
	Table 4 Summary of existing classifications of local and national news outlets.
	Table 5 Summary of the existing domain political leaning scores and their correlations with our audience partisanship scores.




